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Abstract. Ongoing digitalization in metrology and the ever-growing complexity of measurement systems have
increased the effort required to create complex software for uncertainty estimation. To address this issue, a
general structure for uncertainty estimation software will be presented in this work. The structure was derived
from the Virtual Coordinate Measuring Machine (VCMM), which is a well-established tool for uncertainty
estimation in the field of coordinate metrology. To make it easy to apply the software structure to specific projects,
a supporting software library was created. The library is written in a portable and extensible way using the
C++ programming language. The software structure and library proposed can be used in different domains of
metrology. The library provides all the components necessary for uncertainty estimation (i.e., random number
generators and GUM S1-compliant routines). Only the project-specific parts of the software must be developed
by potential users. To verify the usability of the software structure and the library, a Virtual Planck-Balance,
which is the digital metrological twin of a Kibble balance, is currently being developed.

1 Introduction

With the increase of the complexity of measurement sys-
tems, the determination of measurement uncertainties using
a conventional uncertainty budget, as described in the GUM
(JCGM, 2008a), is often not possible or may lead to unre-
alistic results. In these cases, the Monte Carlo (MC)-based
method described in GUM S1 (JCGM, 2008b) is applied.

To meet the requirements of the continuously evolving
field of coordinate metrology, the Virtual Coordinate Mea-
suring Machine (VCMM) was developed. Using the MC ap-
proach, the VCMM has made it possible to consider sig-
nificant coordinate measuring machine (CMM) deviations
caused by the guideway geometry and the probing system,
among other effects (Wäldele and Schwenke, 2002; Heißel-
mann et al., 2018). The previously used methods were not
suitable or were far too time-consuming for practical applica-
tion. The VCMM is used by DAkkS-accredited laboratories
as well as in the planning and evaluation of measurements in
industrial quality control.

The Planck-Balance (PB) (Rothleitner et al., 2018), a
tabletop version of a Kibble balance (Robinson and Schlam-
minger, 2016), is currently under development at PTB and

TU Ilmenau. Similarly to the VCMM, within the PB, the in-
dividual effects interact in a complex manner. Because these
effects cannot be separated, it is not possible to describe them
using a conventional uncertainty budget. The Virtual Planck-
Balance (VPB) currently under development is designed to
allow major uncertainty contributors (e.g., the Abbe error) to
be considered correctly.

The aim of the work presented here is to provide a struc-
ture for MC-based uncertainty estimation software that can
be used to guide the design and the implementation for new
systems. To this end, the structures of an already established
tool that is used to estimate metrological uncertainty were
analyzed and generalized. The VCMM was considered for
this purpose.

Different projects in which the MC approach is used for
uncertainty estimation naturally share similar code. How-
ever, because it has not been possible to reach a consensus
on which tools and structures should be used to create MC-
based software, commonly found software components are
constantly being reprogrammed. As a consequence, the ef-
fort required to develop such software increases along with
the possibility of errors. Individual projects use different ap-
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proaches to solve the same problems and distinct wordings to
describe similar concepts. These factors complicate commu-
nication between organizations and projects and slow down
overall development in this field.

To address the issues listed above, a supporting software
library is currently being developed. The library is written in
a portable and extensible way using the modern C++ pro-
gramming language. It provides a set of reusable tools which
can be used to describe any metrological system in a compact
and maintainable way. The library was developed based on
the structures used by VCMM, and it implements GUM S1-
compliant routines for uncertainty estimation.

During the development of new simulation software, the
general idea is to split up a complex system into a number of
simpler software modules, where each module is based on a
single physical effect. The individual modules are then com-
bined to represent the whole measurement process. By em-
bedding the complete measurement model into a MC sim-
ulation, the uncertainty estimation is carried out. The VPB
was chosen as a first practical example to be developed using
the proposed software structure and the supporting software
library.

Additionally to the tools necessary to model the measure-
ment process itself (e.g., the random number generators), the
library also provides a variety of utility tools to set up an
adaptive MC simulation to evaluate the uncertainties and to
analyze the system properties by means of sensitivity anal-
ysis. Some of these functionalities were adapted from the
general software structure, and some were added for com-
pleteness.

In the next section, the VCMM concept will be introduced
and used to derive a general software structure for uncer-
tainty estimation software. An overview is given of the el-
ements of the VCMM software that can be reused for other
projects. The generalization process for the VCMM is de-
scribed in Sect. 3. From the metrological point of view, the
traceability of simulation results is of key importance. To go
from “simulation software” to a traced digital metrological
twin (D-MT) as proposed by Eichstädt et al. (2021), a series
of requirements must be met; these are listed in Sect. 4. The
components of the supporting software library and a descrip-
tion of certain technical aspects will be presented in Sect. 5.
Section 6 will demonstrate how an actual software module
is created using the supporting software library. The current
gravitational acceleration model of the VPB will be used as
an example.

2 VCMM concept

In the VCMM, MC-based simulation software is used to de-
termine the uncertainties of a dedicated measurement task
that is performed by means of a specific coordinate measure-
ment machine. The concept of the VCMM is based on the
notion that the process of the real measurement is recreated

in a simulation. The simulation can then be repeatedly car-
ried out to estimate uncertainties using the data from a single
measurement along with additional information known a pri-
ori. The influence of the uncertain input quantities is consid-
ered by means of mathematical models that describe the dis-
turbance of the measured data. For each simulation step, the
models are repeatedly evaluated, and the disturbance is added
to the data from the real measurement. The output quantities
are calculated based on the disturbed data. The result con-
sists of an estimate taken directly from the evaluation of the
measured data and an uncertainty obtained by means of a
statistical analysis of the disturbed (i.e., simulated) data.

As described by Heißelmann et al. (2018), the VCMM
consists of multiple models that describe the positional de-
viation of the measured coordinate points. Each model is im-
plemented as a separate software module. When combined to
a single piece of simulation software, the modules propagate
the influence of multiple input quantities on measured quan-
tities (i.e., output quantities) that include distances, diame-
ters, and angles. For the evaluation of the output quantities,
the same fit algorithms are used for the simulated data and
the real data; these algorithms are provided by the software
of the CMM.

Because this approach uses the measurements’ distur-
bances, which are caused by uncertain influence quantities,
there is no strict need to recreate the entire measurement
within the simulation; only models describing the influence
of the uncertain input quantities on the output quantities
should be considered.

3 General D-MT structure

In order to provide a generalization of the structures used by
VCMM, its source code, which consists of roughly 40 000
lines of code, was reviewed and characterized. Addition-
ally, a lightweight version of the VCMM was implemented
from the ground up. This version includes all the major mod-
ules needed in order to perform comparison evaluations us-
ing data from real measurements. Newer developments (i.e.,
scanning and the CMM rotary table) were not considered.

It was observed that the internals of the VCMM can be
subdivided into three main parts: modules, which encap-
sulate individual physical models, random number genera-
tors (RNGs) and statistics, and support components. Depend-
ing on the role and generality of given software components,
only some of these can be considered for future reuse.

The VCMM models and its support components (e.g.,
XML configuration file readers) make up around three-
quarters of the total code share. They cannot be considered
to be generally reusable for other projects, as they are very
specific to the VCMM itself. However, the RNGs and statis-
tics are required by all MC-based software programs used for
uncertainty estimation; these were implemented as a stand-
alone library, named vmlib, that will be discussed in Sect. 5.
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Figure 1. Proposed structure of D-MTs for uncertainty estimation,
derived from the generalization of the VCMM.

The new implementation of the VCMM consists of
roughly 5 times fewer lines of code than the original soft-
ware. The drastic reduction in code size was possible due to
the well thought out design of the individual modules and
by extracting the RNGs and statistics into the supporting li-
brary. The usage of a third-party library for linear algebra
(Guennebaud et al., 2010) helped a lot to reduce and sim-
plify the code within the modules. It should be noted that be-
cause the re-implementation of the VCMM does not include
all the original functionalities, no direct comparison should
be made. However, it can be seen that the size of the VCMM
(and thus its complexity) can potentially be reduced.

The investigation of the re-implementation of the VCMM
was geared toward analyzing patterns in which the RNGs
are used to build individual modules and how the statisti-
cal components connect them to a single piece of simulation
software. Figure 1 shows the general structure derived from
this investigation. The structure should be read from the left
to the right – in the same order the simulation is performed.
The entire structure is enclosed by a simulation loop that de-
notes the repeated evaluation of the components within the
MC simulation.

Before the simulation starts, the RNGs (depicted as red
circles) of the individual modules are parameterized from ex-
ternal sources such as XML files. The modules are contained
inside the virtual measurement component, whose task is
to replicate the real measurement process; it is the aggre-
gate of individual modules mentioned before. On each run
of the MC simulation, the virtual measurement produces a
dataset that could have been obtained from a real measure-
ment. Next, the data are passed to the evaluation algorithm.
It is supposed to be the same algorithm which is also used
to evaluate the real measurements. As the evaluation result,
a new value is obtained for each simulated quantity. While
the simulation process is being carried out, the results of the
individual evaluations are stored inside the measurands. A
measurand is a programmatic representation of a real mea-
surement quantity. It stores the results of the individual sim-
ulations for the future uncertainty estimation, which is per-
formed after the execution of the MC loop is complete. The
uncertainty estimation is performed for each measurand.

The stopping rule is an optional component that can be
used to achieve a given numerical tolerance or to prematurely
abort the simulation. During the simulation, the stopping rule
observes the numerical properties of the individual measur-
ands and signals to the simulation loop whether the simula-
tion should be continued or stopped.

4 Requirements

So far, the presented structure is intended to guide the de-
velopment of new software for uncertainty estimation, i.e. a
digital twin (DT). However, to be used in a traceability chain,
the results of the given DT must be metrologically traced,
thus making it a digital metrological twin (D-MT). The term
“digital metrological twin” was explicitly introduced by PTB
(Eichstädt et al., 2021) to clarify its affiliation to metrology,
as the definitions of “digital twin” may differ significantly
depending on their application (Glaessgen and Stargel, 2012;
Negri et al., 2017).

In Eichstädt et al. (2021), a definition and requirements
for a D-MT are given. It states that “the measurement un-
certainty [must] be calculated according to valid standards”.
This requirement is automatically covered, as the supporting
software library implements the GUM S1 uncertainty esti-
mation routines, which are considered as a state-of-the-art
method.

Further it states that to achieve a traced simulation re-
sult, “all input parameters [must be] determined traceable
and [must be] stated with corresponding measurement uncer-
tainty”. Regarding this requirement, it should be noted that a
measurement process described by means of a proposed soft-
ware structure does not automatically become a D-MT. The
developer of such software has no influence if the input pa-
rameters used for the simulation are metrologically traced or
not. This aspect lies completely in hands of the software user.

Lastly, Eichstädt et al. (2021) state that the results of such
simulation software, to become a D-MT, must be “validated
by traceable measurements”. This aspect lies more in the
hands of the scientist who develops the mathematical models
for a given measurement process. The actual software devel-
oper is responsible for correctly implementing a given math-
ematical model and integrate it with the surrounding compo-
nents.

In the following, some aspects around the validation of the
software and the traceability of its results are discussed in
more depth.

4.1 Models

Models used by the D-MT must be well understood, verified,
and documented. The scope of the individual models should
be defined. The full scope of the D-MT is derived from the in-
tersection of the scopes of all its models and should be clearly
communicated to the end user of the system.
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The simulation results produced by the virtual measure-
ment must have statistical properties that are similar to those
of the real measurements. All the main uncertainty com-
ponents of the real measurement device and process must
be identified and considered in the simulation. Systematic
errors, which are not always visible in the measured data,
should be identified and considered. Additionally, when the
averages of the input quantities are shifted, the models must
respond similarly to the behavior of the real measurement.
The boundaries of the shifts must be included in the scopes
of the models.

4.2 Validation

The evaluation algorithm of a measurement setup can often
be nontrivial and difficult to implement. It must be well tested
to guarantee its correctness. For the testing, different scenar-
ios can be implemented. When an algorithm is implemented
“from the ground up”, the unit testing approach is recom-
mended; see, e.g., Beck (2002). If applied thoroughly, most
of the difficult-to-perceive errors can be eliminated.

Both the individual components and the results of the
entire D-MT must be validated; reference datasets can be
used for this purpose (Forbes et al., 2015). In coordinate
metrology, a web service, TraCIM, has become well estab-
lished (Wendt et al., 2015). The service is being continuously
expanded to include new algorithms both from coordinate
metrology and from other fields of metrology.

This validation can also be performed by means of in-
tercomparison measurements and by comparing the results
of our software to the results of reference software and to
the results of other D-MTs. Additionally, the simulated mea-
surement results can be compared to the statistics of a series
of repeated real measurements. This latter approach may not
cover systematic errors that occur only on timescales larger
than those of the actual measurements or only between the
different measurement setups. Section 6 provides an example
of how systematic effects are accounted for in a simulation.

5 Supporting software library

To make the creation process for new software for uncer-
tainty estimation efficient and less error-prone, a supporting
software library named vmlib is currently being developed.
The library is implemented in the C++17 programming lan-
guage and is designed to make it easier for users to imple-
ment the structure from Fig. 1.

Each component shown in Fig. 1 is covered by the vm-
lib library. For example, the measurand component is rep-
resented by a vm::measurand class, which can be easily
integrated with a vm::stability object, which is used
for adaptive MC. It also implements the RNGs by means of
a vm::random_value class and provides a functionality
for GUM S1-compliant statistical evaluation.

5.1 Random number generation

RNGs are the most complex components of the software li-
brary. They are also intended to be the most common soft-
ware components in the software written by the users them-
selves with the aid of the library, as they are used within the
models to represent the uncertain input quantities of the mea-
surement process.

Generally, RNGs can be used with all kinds of univari-
ate probability density functions (PDFs). However, for our
purposes, PDFs that can be fully described in terms of their
mean and the standard deviation are of special interest. In the
following, we refer to this set of PDFs. These PDFs can be
treated as a group of polymorphic objects that are parameter-
izable by means of two values. For the sake of convenience,
RNGs containing this type of PDFs are called polymorphic
RNGs. The restriction mentioned above allows the individ-
ual RNGs to be parameterized using the data containing the
name of the distribution (e.g., normal or uniform), its mean,
and the standard deviation. The library provides a set of run-
time objects that are used to dynamically create RNGs. The
same runtime objects are used when the RNG parameters are
first read from the configuration files.

As the aim of the VCMM concept is to recreate the mea-
surement process in the most realistic way possible, one must
distinguish the timescales on which a given input quantity
acts. In the simulation, the different timescales are replicated
by means of nested simulation loops; here, the outermost
loop is the main MC loop, which is the realization of the
outermost timescale. This is necessary to correctly consider
the influence of the systematic effects on the resulting uncer-
tainties.

The RNGs provided by the library are designed to simplify
the creation of a simulation containing multiple timescales.
These RNGs can store their current random value until an
explicit request has been made to generate a new one. For
this purpose, the RNG interface provides three methods. The
randomize() method generates a new random value from
the underlying PDF; it internally stores the result without re-
turning it. The random() method generates, stores, and re-
turns a new random value. The stored() method returns
only the previously generated random value without gener-
ating a new one. The exact names of these methods are not
final and may change in future versions of the library.

These methods allow the point in time at which a new ran-
dom value is generated to be clearly distinguished from the
point in time at which it is used for a computation. The li-
brary has borrowed this approach from the VCMM’s RNGs
and re-implemented it in a modern and efficient way. With-
out this functionality, it would be necessary to introduce ad-
ditional variables in order to store the current value and the
state of the execution order – a manual approach that is un-
suitable for large applications.

The core components of RNGs are implemented as pro-
posed by Polishchuk (2020) with additional extensions.
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This means that RNGs are highly customizable and can be
adapted to meet project-specific requirements. For example,
using the preprocessor definitions, any floating-point type
can be set for the numbers generated by the RNGs. Fur-
thermore, any random engine from the <random> header
(e.g. std::mt19937 or std::knuth_b) can be used.
The engine can be seeded using a custom sequence of con-
stants or using a time-based seed. The implementation of the
time-based seed was taken from Polishchuk (2020).

For all customization aspects of the library, user-provided
solutions can be used, provided that these solutions imple-
ment the interface required by the C++ standard or by the
documentation of the library.

5.2 Registry

For the PDFs mentioned in the section above, the library im-
plements the shifted delta distribution. This distribution is
described in terms of a mean and a second number that is
always replaced by zero (as it is irrelevant for a given distri-
bution). This distribution is special in the sense that it allows
the “yet-not-uncertain” input quantities to be described in the
same way as the regular (i.e., uncertain) input quantities. It
allows an input quantity to be prematurely treated as random
but only later to be parameterized with a non-δ distribution.

The properties of polymorphic RNGs allow any distribu-
tion to be converted into the δ distribution during runtime.
Thus, the “randomness” of the distribution will be disabled.
To this end, a special tool set is provided by the vmlib library.

This functionality is realized by so-called registry objects.
Such objects form a bookkeeping mechanism containing the
unique name of an input quantity and its address in the mem-
ory. At any time during the MC simulation, a specific RNG
can be referred to by its name; then, its properties can be
varied or its randomness entirely disabled.

Additionally, a group of multiple RNGs can be united to
form a single entry inside the registry object. This makes it
possible to disable the randomness of multiple quantities at
once.

5.3 Sensitivity analysis

When multiple complex models interact with each other, the
uncertainty contributions of the individual quantities are not
easy to distinguish. However, this information is essential to
understanding the behavior of the system and finding its main
uncertainty contributors.

Using the registry objects described in the previous sec-
tion, a variety of tools for analyzing the system properties can
be created. These could include parameter sweeps or even in-
verse solvers. As a proof of concept for future developments,
a variance-based tool for conducting a sensitivity analysis is
provided by the library. This tool determines the contribu-
tions of the individual input quantities to the total variance of
an output quantity.

The analysis is performed as follows. First, a simulation is
performed in which all uncertain quantities are “active” (i.e.,
they produce random values). In this way, the total variance
of the output quantity is computed. Next, the MC simulation
is repeated once for each input quantity; here, only one quan-
tity is active at a time, while all other quantities are disabled.
Ratios are formed of variances from simulations with indi-
vidual (active) input quantities to the total variance. These
ratios then constitute the percentage contribution of the indi-
vidual quantities to the total variance. The same analysis can
also be performed with groups of multiple input quantities.

It is known that the drawbacks of this simple approach to
sensitivity analysis include its linear time complexity and the
fact that it provides incorrect results for highly nonlinear sys-
tems. However, the tool has already proved its usability in the
early development stage of the VPB. It is available for any
system created using the given library; only very little addi-
tional code must be added to carry out a sensitivity analy-
sis, even for complex systems. Due to its drawbacks, the tool
should be used with care. In the future, it will likely be pos-
sible to create more sophisticated sensitivity analysis tools
using the functionality of the registry objects. Allard and Fis-
cher (2018) describe other approaches to sensitivity analysis
that may be considered.

5.4 Measurands, stopping rule, and uncertainty
estimation

The results of the individual runs of the simulation loop are
stored inside the measurand object. Each simulated quantity
requires a separate measurand object. This object is a “wrap-
per” around the std::vector class and stores additional
information about the measurand such as its name and the in-
dex. The measurand object provides an interface that allows
the “stopping rule” to access its current statistical properties.
To make these data accessible on each execution of the sim-
ulation loop, an algorithm for the running average and the
running standard deviation is implemented inside the mea-
surand class. This leads to a slight increase in the compu-
tational effort; however, this is negligible in comparison to
re-computation using a naive implementation.

Statistical information for individual output quantities can
be accessed by the stopping rule in each simulation run.
Based on the underlying algorithm, a decision is made con-
cerning how often the simulation must be repeated. The
library currently implements the stopping rule defined in
GUM S1. As shown by Wübbeler et al. (2010), the GUM S1
method has a comparably low probability of successfully
predicting the number of repetitions necessary to achieve a
desired numerical tolerance. The same paper proposes a two-
stage procedure created by Stein (1945) as a possible replace-
ment of the method currently implemented.

The library provides GUM S1-compliant routines for un-
certainty estimation. These include functions for the compu-
tation of the probabilistically shortest coverage intervals and
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the symmetric coverage intervals, where the desired cover-
age probability could be given as an optional argument. As
a default, a coverage probability of 95 % is used. Addition-
ally, the basic statistical properties of the output quantities
(i.e., the number of simulation runs, the mean, and the stan-
dard deviation) can be directly accessed from the measurand
objects after the simulation is complete; no additional com-
putations are required.

5.5 Parallelization

An MC simulation can easily be performed as a parallel com-
putation, as there are almost no dependencies between the
individual evaluations. Synchronization is only required to
protect the RNGs along with the containers where the indi-
vidual results are stored (i.e., the measurand object).

Often, the time and effort required to adapt the simulation
in such a way that it can be executed in parallel are greater
than actually performing all computations on a single thread.
To address this issue and make usage of the parallelization
accessible, the library provides a functionality that simplifies
the setup of a multithreaded MC simulation.

Since RNGs make extensive usage of a policy-based de-
sign pattern (Alexandrescu, 2001), users can provide custom
strategies for the storage and access of data within genera-
tors. In addition to the customization points listed at the end
of Sect. 5.1, there is also an option to change the storage type
of the random engine for usage in single or multithreaded en-
vironments. Various versions of synchronized containers and
utility objects are either already contained in the library or
are being developed.

In addition to the comparably low-level functionality for
multithreading provided by the library, the sensitivity anal-
ysis tool mentioned above automatically performs a paral-
lelization. The tool checks the number of available threads
and manages the individual runs of the simulation using a
built-in thread pool.

To perform a parallel sensitivity analysis, almost no mod-
ifications to the code are required. However, it must be en-
sured that there are no unsynchronized static objects, as these
would lead to so-called “data races”. Furthermore, all objects
within the simulation must be copy-constructible. Otherwise,
the compilation will fail, as it will be impossible to create
copies of the tasks for parallel execution. For this case, the
library also provides a sequential implementation of the sen-
sitivity analysis tool.

6 Usage example of the library

In the following, a usage example for the library will be
demonstrated using the acceleration model from the current
implementation of the Virtual Planck-Balance. The Planck-
Balance (Rothleitner et al., 2018) is a tabletop-sized Kib-
ble balance (Robinson and Schlamminger, 2016). Kibble
balances were formerly used to measure Planck’s constant.

Since the redefinition of the SI units in 2019, the Kibble
balance can be used for realizing the unit of mass, the kilo-
gram. It is based on the principle of electromagnetic force
compensation (EMC) and is operated in two modes: veloc-
ity mode (VM) and force mode (FM). In FM, a weight is
placed on the weighing pan of the balance. This mechani-
cal weight is counterbalanced by a voice-coil actuator. The
electrical current, which is required to compensate for the
gravitational acceleration, is measured. The measurement is
described by

m · g = Bl · I, (1)

wherem is the mass, g is the gravitational acceleration, Bl is
the geometric factor of the coil, and I is the measured electri-
cal current. The geometric factor is determined in VM. Here,
the loaded mass is taken off the weighing pan, and the lever
of the balance is set into motion by means of a second voice-
coil actuator. The voice coil that is used in FM to counter
balance the weight now acts as a sensor (similar to a mi-
crophone). As the coil moves with a velocity v through the
magnetic field (here, a permanent magnet), an electrical volt-
age U is induced across the coil ends, which is proportional
to the velocity of the coil. The constant of proportion be-
tween v and U is the geometric factor calculated as

U = Bl · v. (2)

The geometric factor is assumed to be unchanged among
both operational modes. With additional knowledge of the
gravitational acceleration, which is measured separately us-
ing an absolute gravimeter, the mass can be determined from
Eq. (1). In real applications, the mass is determined from the
average of a series of independent measurements. A typical
measurement series has a duration of a few hours to sev-
eral days. On these timescales, the effect of the tidal accel-
eration variation due to the movement of the moon and the
sun must be considered. A corresponding model is described,
e.g., by Longman (1959). Along with the geographic position
of the measurement setup, the timestamps of the individual
FM measurements are recorded and used for the correction
of the local acceleration. However, the tidal correction is not
exact. Therefore, the acceleration g used for the MC simula-
tion is described as a sum of the local acceleration gloc and
the residual error after the tidal correction gte. The tidal error
is assumed to be centered at zero and to have a standard de-
viation of 100 nm s−2. The VPB’s gravitational acceleration
model assumes that the local acceleration is constant (but
corrected at each timestamp) during the measurement series
and that the tidal error is varied for each measurement of the
series. In that way, the local acceleration acts as a systematic
effect and the tidal error as a random effect. This information
is sufficient for implementing the VPB acceleration module.

In the source code of the VPB, each module is imple-
mented by a class that contains its mathematical description.
The implementation of the acceleration module is shown in
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Figure 2. Implementation of VPB’s acceleration module.

Fig. 2. The module contains two RNGs (local_accel and
tidal_error) which are stored as private class members.
The RNG class vm::random_value is provided by vm-
lib, which uses the vm namespace. To initialize the RNGs,
the model takes a pair of parameters (one for the local accel-
eration and one for the tidal error) and assigns them to the
two RNGs.

The method get_acceleration() computes and re-
turns the sum of the randomized local acceleration and
the tidal error. On each call of this method, a new ran-
dom value for the tidal error is generated by invok-
ing tidal_error.random(). To randomize the lo-
cal acceleration, a separate method (conveniently named
randomize()) is provided. It will be retrieved before the
simulation of each measurement series begins and therefore
makes the local acceleration act as a systematic effect.

It should be noted that the described model about the lo-
cal gravity is only a sub-component of the very complex
Planck-Balance. It was chosen for its simplicity, and there-
fore it is adequate for explaining the library without losing
the overview. Sophisticated models can be built following the
same approach.

7 Conclusions

With the aim of decreasing the effort required to set up and
develop new software for uncertainty estimation, the VCMM
was analyzed and generalized. As a result, a software struc-
ture was derived which can be used to guide the new de-

velopments. The reusable components of the VCMM were
identified, extended, and deployed as a stand-alone software
library.

The library provides many functionalities via which users
can set up a general structure for an MC simulation and de-
velop project-specific modules. Beyond the components con-
tained by the VCMM, the library provides additional tools
that address topics that are not of critical importance but are
of great practical interest such as parallelization and sensitiv-
ity analysis.

The library was designed to fulfill the specific require-
ments of software for uncertainty estimation. However, the
RNGs provided were intentionally developed in a general
form to allow them to be used flexibly. Thus, it may be pos-
sible to apply some parts of the library to fields other than
metrology.

The lightweight version of the VCMM was initially de-
signed to allow its principles to be better understood. The fur-
ther development of this software will contribute positively
to the development of the VCMM itself.

In addition to its software, the VCMM introduces two
modeling concepts. The first is the briefly described concept
of so-called timescale separation, where random and system-
atic effects can be considered correctly by the simulation.
The second concept concerns the simulation being performed
based on the data from a real measurement. These two con-
cepts are of special interest, as they may strongly impact the
uncertainties resulting from the simulation. Due to their com-
plexity, a separate discussion is required.

The development of Planck-Balance is still in progress.
Therefore, the development of the VPB is also steadily con-
tinued. At the current development stage, special attention
must be given to designing the software in the most general
and extendable way. The next goal is to realize an uncertainty
estimation that will sufficiently replicate the behavior of the
real balance. With the progressing development of the PB it-
self, new models will be added to the VPB. Inversely, the
VPB will be used to accelerate the development of the PB. In
the future, the VPB is to be used for uncertainty estimations
in industrial and research applications in a way comparable
to how the VCMM is used today.
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