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Abstract. For taking most advantage of live or real-time sensor measurements, data have to be processed by a
single or even by a chain of models on the fly, in contrast to earlier offline simulation solutions. This requirement
can be best met by concepts developed under the general term “digital twin” (DT). The step from the Internet
of Things (IoT) to a full exploitation of DT solutions entails new challenges but also provides new features,
which we discuss based on our example DT solution for remote monitoring of fruit during ocean transportation.
A crucial challenge is the transformation of models into an updateable format, necessary to keep the physical
object and its modelled representation in sync. A basic new feature of DT's is new software solutions for easy and
flexible linking of different models through a streaming platform by implementing an event-driven architecture.
We demonstrate a solution for controlling model execution during multiple life cycle phases of the fruit as
physical object. An evaluation of response times showed that server performance is sufficient to handle more

than 100 DT instances per second.

1 Scope and motivation

Digital twins (DTs) have gained much attention in recent
years, both in industry and in the research community. Ac-
cording to Defraeye et al. (2021), a DT is a replica of a phys-
ical object, representing its properties as close as possible,
but now in the digital world and preferably in real time. The
digital replica enables users to predict the future behaviour of
the real object or to test possible intervention before applying
them in the real world. Most DT applications are currently
found in logistics, manufacturing, and operational research.
Sensors play only a limited role in such applications. The
connection from the real to the digital world is mostly im-
plemented by RFID readers. Information consists of discrete
values, e.g., the object ID number, or it can be reduced to a
two-stage output, giving information on whether the object
has arrived at the expected location or not. However, in gen-
eral, sensors are giving continuous output signals, such as
temperature, humidity, or concentration of a chemical sub-
stance. In this article, we ask and review how such continu-
ous sensor output can be integrated into DTs.

Continuous sensors require mathematical processing,
mostly far beyond simple threshold checking, including pre-
diction of future values, filling gaps due to a reduced set of
sensors, and estimation of product life cycle or quality data.
For example, when the core temperature of an object is not
possible to measure directly, this gap can be filled by deduc-
ing it from the surface temperature, where the sensor is eas-
ier to install. Deviations from the recommended operation
and storage conditions cause a certain amount of stress to
the object, such as wearing of a mechanical object or quality
loss of a food product, leading to another class of models.
These models must be updated after each new measurement.
This real-time feature of DTs is often stressed in literature,
but practical recommendations on how models can be made
updateable for processing real-time or live sensor data are al-
most missing (Cronrath et al., 2020). In this article, we con-
sider this question in detail.

The paper is organized around an example from our own
research. For more than 10 years, we have worked on the re-
mote monitoring of refrigerated ocean containers with food
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products. A total of five field tests were carried out with our
“Intelligent Container” (IC) project for the transport of ba-
nanas from Central America to Europe. During these tests,
we already evaluated required Internet of Things (IoT) tech-
nologies for DTs such as wireless sensors, communication
gateways, and data transfer via Wi-Fi, satellite, and cellu-
lar networks. The last three field tests also included artifi-
cial ripening of bananas inside the container (Jedermann and
Lang, 2021).

Various models to predict biological and thermal processes
inside the container were developed during the project. The
“Green-Life” model predicts the expected time span until
an unwanted ripening process commences, meaning the ba-
nanas can no longer be used commercially. The second so-
called “cool-ident” model estimates a factor to describe the
thermal coupling between circulating cooling air and a ba-
nana box. The third “Ripening” model estimates the current
heat production by biological processes as an indicator for
the progress of ripening.

In summary, sensors and IoT technologies are available, as
well as prediction and analysis models, and now, the transfor-
mation into a DT seems to be the next logical step, leading
us to the following question: what are the essential new fea-
tures, challenges, and concepts of DTs that can help us to
include live sensor data in process models?

The question was discussed at the 21st ITG/GMA-
Fachtagung “Sensoren und Messsysteme” conference (Jed-
ermann et al., 2022b). We now present an extended version
of our contribution.

2 Definitions and related projects

Modelling the relation between temperature deviations and
resulting quality changes in agricultural products has a long
tradition in biological research. A common scale to describe
the fruit quality is the shelf life, giving the remaining number
of days until the quality falls below an acceptance thresh-
old, meaning the product must be disposed of. A list with
model parameters for 60 different fruit and vegetables can
be found in the literature (Tijskens, 2004). Online tools to
calculate the shelf life for six products were provided by the
FRISBEE project (Gwanpua, 2015). Some temperature data
loggers provided an integrated shelf-life model. The Verigo
Bluetooth logger warns by an LED about predicted quality
problems (Jedermann et al., 2017). These solutions are lim-
ited to manual data transfer to the mathematical simulation
or to the online platform. In other data-logger-based solu-
tions, data exchange is only possible at certain checkpoints
via Bluetooth or RFID readers.

IoT solutions, such as the remote container monitoring
system by Maersk (Zarkani and Rasmussen, 2016), focus
more on the state of the cooling unit and container location
and less on the product temperature in the cargo hold; there-
fore, they lack a detailed analysis of product temperature
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data. Recent research combines computational fluid dynam-
ics (CFD) modelling for the influence of packing and airflow
with biological models (Defraeye et al., 2019), but this is also
limited to simulation. However, the importance to link mod-
els with individual-sensor data was emphasized by the same
group of authors (Defraeye et al., 2021): “Each shipment is
subject to a unique and unpredictable set of temperature and
gas atmosphere conditions”.

The prevalence of simulation models led Wright and
Davidson (2020) to the following question: “Is it a DT or
just a model?” Instead of excluding some applications from
being a DT, Uhlenkamp et al. (2019) suggested a taxonomy
to evaluate and compare different DT applications, saying
that: “Each DT is legitimate in its corresponding context,
which makes an overarching definition of DT more abstract
and thus difficult to comprehend and to imagine”. Their tax-
onomy includes seven dimensions or scales. We highlight
only three dimensions, which have the most relevance for the
question of sensor integration. The first one is the data inte-
gration level: basic digital twins offer only offline simulation
with manually feeding recorded data into models. More ad-
vanced solutions offer automated data transfer from the real
object to the twin. The most advanced stage is achieved by
two-way communication to send back information or control
commands to the real object.

The second taxonomy scale evaluates how detailed the
product’s life cycle is covered. The digital twin can focus on
a single phase or provide specific models for different phases.

The type of goal of the DT application is the third scale
with high relevance for sensor integration. Uhlenkamp et
al. (2019) discern four levels. (1) Information acquisition
only acquires and displays sensor information about the ob-
ject by using IoT technologies in basic twins. (2) Informa-
tion analysis evaluates internal properties of the object and
predicts its future behaviour. (3) Decision support provides
virtual experiments, during which the outcome of corrective
actions can be evaluated by simulation of the DT platform
before applying the intervention on the real object. A what-if
scenario, for example, can test the effect of different temper-
ature set-point values on the temperature and product quality
at the expected end of the transport. (4) Action implemen-
tation can be realized by an automated system for testing
different possible interventions and selecting the most ben-
eficial one. The feedback loop is closed by sending a control
command back to the real object to trigger the corrective ac-
tion.

The above-mentioned biological applications have mostly
a low data integration level. This is not only due to lacking
communication technology but also due to lacking knowl-
edge on how a complex simulation model can be converted
into an updateable format for integration of live sensor data.
In the next section, we will focus on this question.
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3 Hidden states and integral models

DTs can do more than merely visualize remote sensor data.
In general, a physical object, such as a box of fruit inside
the container, has more quantities of interest than the num-
ber of actual measurable properties. The former ones are the
system states x(¢), and the latter ones are the system outputs
y(t). Additional known control inputs, such as the set-point
temperature, are denoted as u(t).

In our reefer container example, we were only able to mea-
sure the box core and the air supply temperature close to the
outlet in the container floor directly. These system outputs are
disturbed by sensor noise, which must be considered during
detailed modelling.

The remaining green life is a common indicator value
to describe the quality of fresh bananas, giving the num-
ber of remaining days until transport must be completed and
the commercial ripening process must be started. Otherwise,
there is a high risk of an unintended, self-induced ripening,
leading to a loss of the product.

The green life is considered the first “hidden” state, which
cannot be directly measured but deduced from the measure-
ments by adequate modelling. If the model has only to trace
accumulated changes in a quality attribute, the estimation of
a hidden state can be straightforward, as in the above case for
green life change or, for example, for the wear of a mechan-
ical component in relation to measured mechanical stress.
The object starts with an initial budget of quality. Accord-
ing to the length and magnitude of deviations from the op-
timal transport and handling conditions, a certain amount is
subtracted from the budget for each time interval. In mathe-
matical terms, the state must stand in a direct integral relation
to a measurable property.

Bananas can produce tremendous amounts of heat by con-
verting starch to sugar. The current biological activity or heat
production can be considered a second hidden state. Unfor-
tunately, this and many other hidden states require a more
elaborated approach for estimation, as introduced in the next
section. Other system states might be non-observable, e.g.
the concentration of an enzyme contributing to quality loss
but without causing temperature changes.

The first question when planning sensor integration into a
DT should be to ask which states are directly measurable,
hidden, or non-observable (Jedermann et al., 2022a). Ac-
cording to the definition of state-space representation of dy-
namic systems (Kalman 1963), the number of states is equiv-
alent to the number of first-order differential equations, nec-
essary to describe the system with sufficient accuracy. De-
pending on the available sensors, some of the states can be
directly measured. The remaining states are hidden; that is,
they can only be estimated by mathematical algorithms (so-
called state observers). The estimation of hidden states is not
a compulsory feature of DTs. However, such additional sig-
nal processing gives valuable information to the user. State
observers are the method of choice if the DT should estimate
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Figure 1. System description in state-space form and principle of
state observance.

system properties that cannot be directly measured but are
related to measurable values through differential equations.
For example, if it is only possible to mount sensors on the
box surface, the core temperature must also be estimated by
modelling.

4 Systems theory and state observers

The principles behind estimating hidden states can be best
understood in the light of systems theory. The mathematical
description of the system behaviour is given in the so-called
state-space form (Fig. 1). In this, the changes in the states
x(t) over time are described by ordinary differential equa-
tions with x¢ as the unknown initial state and with the con-
trol variables u(¢) as inputs. In the linear case, the differential
equations can be written in matrix form. Unknown stochastic
influences are added as system noise wy(¢) to the changes in
the states. The measurable outputs are a linear combination
of the states with added measurement noise wy(?).

The Kalman filter (Brown and Hwang, 2012) is a common
approach to estimate the internal system states based on the
known or measured system inputs and outputs. In principle,
such a state observer can estimate multiple states based only
on a single measured variable, but a poor relation between
the number of input and target variables makes the filter more
noise sensitive.

For the non-linear case, more elaborate methods can
be applied such as hidden Markov processes (Cronrath et
al., 2020).

The prediction of object properties, which cannot be di-
rectly measured, is the first key challenge for sensor-based
DTs. Besides the above-introduced state observers, machine
learning techniques can be applied. It must be kept in mind
that problems of non-observability remain, independent of
the estimator approach.

The ability to provide estimations for such hidden prop-
erties is one of the key features in which DTs go beyond
previous IoT solutions and offline modelling.
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Figure 2. Example for linking different models inside a digital
twin.

5 Event-driven architecture

An extensive and concise description of a physical object has
to contain several models. For various reasons, it is recom-
mendable to handle the models separately on the DT plat-
form. Models can originate from different research groups.
They might be available in different mathematical descrip-
tion formats and programming languages. They might even
only run on a dedicated server, e.g., CFD airflow simulations.

The models can often be arranged in a processing chain
or pipeline. A sensor provides the temperature data. A first
model calculates the expected future development of temper-
ature for the remaining transport duration. Based on this pre-
diction, a second model predicts the quality state for the ex-
pected time of arrival. A third process makes decisions about
possible interventions and sends back control commands to
the physical object (Fig. 2).

In our recent research, we hard-coded the models in a sin-
gle software program without using a general standard for-
mat for data exchange. However, for an increasing number
of model types, such proprietary solutions are less adequate,
especially if different product life cycles require different
model combinations. This leads us to the second key feature,
which drives DTs beyond IoT and isolated modelling ap-
proaches. DTs provide software platforms for linking mod-
els of various sources through a programming-language-
independent message format.

One common approach to implement such platforms is the
software pattern of “event-driven architecture”. Sensors and
models communicate through topics. A sensor publishes its
measurement to a certain topic, which holds, for example,
the temperature data for one container. All models are con-
sidered to be event-driven processes.

After subscription to a certain topic, the model is notified
when new data are available. Such events can contain a new
sensor measurement or an updated model prediction, e.g. for
product quality. Each sensor measurement is processed as
soon as it becomes available. Model results are published to
another topic, to which in turn other subsequent models sub-
scribe. Another type of event is sent if the product enters a
new life cycle, e.g. after arrival (Sect. 9).
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6 Streaming platform

All publishers and subscribers are linked through a com-
mon streaming platform. After comparing different plat-
forms (Singh and Jedermann, 2022), we decided to follow the
architecture suggested by Kamath et al. (2020), combining
three different databases. This approach includes some re-
dundancy but provides the most flexible data access. (1) The
Message Queuing Telemetry Transport (MQTT) protocol has
become one of the standards for sensor data transmission in
IoT. However, other solutions provide more flexibility and
performance. Therefore, the MQTT broker was only applied
as data format translator. The broker received the sensor data
and published it to Kafka as the central streaming platform.
(2) The open-source Apache Kafka platform is dedicated to
event processing (Lopez, 2021). Kafka provides access to
data from the last 7 d by default, apart from forwarding live
sensor data. Data access in MQTT is limited to live data;
past data are discarded. . Kafka was designed for high per-
formance. Topics can be distributed over multiple servers
for faster access, although this was not necessary in our
project. (3) InfluxDB is an open-source database, which is
optimized for serial data, i.e., data organized by consecutive
time stamps. InfluxDB was used for long-term storage and to
query data in table format.

Finally, the open-source tool Grafana was added for visu-
alization by various dashboards.

All models were connected to Kafka by publish—subscribe
interfaces over a network socket. In this way, models, written
in different programming languages and running on different
computers, could be connected to the streaming platform.

Access methods for publish and subscribe are provided
by various libraries, such as “kafka-clients.jar” for Java or
“kafka-python” for Python. We integrated these methods for
several models for testing. However, the MATLAB library
had low performance and other limitations. Instead, we used
the Java library as an intermediate layer (Singh and Jeder-
mann, 2022).

The overall system is depicted in Fig. 3. The sensors send
their measurements as events through the MQTT bridge to
the Kafka streaming platform. Different models are con-
nected to the platform via publish—subscribe interfaces. Mea-
surements and model predictions are copied to InfluxDB for
long-term storage. Grafana reads data from InfluxDB for up-
dating various dashboards. The platform comprises several
standard and open-source software components. It can be ap-
plied with minor modifications (marked red in Fig. 3) to var-
ious projects. For most measurement tasks, available IoT and
wireless sensors can be used. Depending on the project, spe-
cific sensors have to be added. Examples are described in the
following section. The second project-specific task concerns
the models. Models must be converted to an updateable de-
scription, and they must be equipped with publish—subscribe
interfaces.
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Figure 3. Digital twin platform overview.

7 Example for project-specific sensors

Besides temperature and humidity, the detailed measurement
of the conditions for refrigerated fruits requires sensors for
airflow, gases, and direct condensation measurement on fruit
surfaces. Such sensor technologies have been developed in
subsequent projects of the Intelligent Container. A sensor
called “air speed logger” was developed to measure the om-
nidirectional air speed in apple bulk shipments (Geyer et
al., 2018). It consists of four interconnected plastic spheres,
each with 80 mm diameter, adapted to the size of an apple
fruit. In the free space between the spheres, silicon diodes
are fixed for the air speed measurement based on the calori-
metric hot-wire principle.

Recently, a new wetness sensor was developed for di-
rect condensation measurement on fruit surfaces (Linke et
al.,, 2021). It consists of an electrically conductive, self-
adhesive film of 0.1 mm thickness glued on the fruit surface.
The wetness sensor has already been used to understand the
different phases of water vapour condensation and evapora-
tion on the fruit surface for different postharvest scenarios,
such as rewarming after cooling and cyclical temperature
fluctuations.

A gas sensor system was also developed for measuring O,
and CO; in real time with wireless communication (Keshri
et al., 2019). It consists of a fluorescence-based optical O,
sensor (0% to 25 %), a non-dispersive infrared CO, sensor
(0 % to 20 %), and batteries mounted in a hollow transparent
resin sphere of apple size. The sensor has already been ap-
plied for in situ real-time monitoring of fruit respiration rate
in commercial apple storage.

A high-resolution ethylene sensor was developed at lab-
oratory scale (Sklorz et al., 2012). With a sensitivity be-
low 100 ppb (parts per billion), first signs of an uncontrolled
ripening process can be detected. However, portable devices
with wireless communication are still lacking.

8 Models for the banana life cycle

Bananas undergo a complex life cycle from farm to fork. Ba-
nanas are transported in a green, unripe state from Central
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America to Europe. After arrival, ripening is initiated with
the help of ethylene gas in special chambers or directly in the
container. Models are often only valid during certain life cy-
cle phases and must be activated accordingly. In this work,
we only considered the first four phases until commercial
ripening (Fig. 4). (1) The bananas are washed and packed
after harvest without cooling. (2) The bananas are loaded
“warm” to a reefer container and cooling starts. Cooling con-
tinues during ocean transportation. (3) Between arrival at the
port in Europe and the ripening chamber, cooling is inter-
rupted for a few hours or even days. (4) The ripening process
is carried out either in a special chamber or — as in our project
— directly inside the Intelligent Container.

The Green-Life model should be applied until phase 3. Af-
ter initialization of artificial ripening, it is no longer valid.
Other models should only be applied during an individual
phase, e.g., the temperature prediction model for container
cooling in phase 2 and the Ripening model in phase 4. The
correct time frame for these models is marked by transport
events such as transport start and transport arrival, ripening
start, and its completion.

In the following, we summarize three models, which we
selected as examples for DT integration. More details about
these models can be found in our earlier publications (Jeder-
mann et al., 2013; Jedermann and Lang, 2014).

Freshly harvested green bananas have a green life of maxi-
mum 45 d (Jedermann et al., 2017). Even at optimal transport
conditions of 13 °C, 1d of green life is lost for each day of
transport. The speed of quality loss accelerates with increas-
ing deviations from the optimal conditions. The Green-Life
model weighs deviations by an exponential relation to tem-
perature difference and subtracts it from the remaining qual-
ity value for each measurement interval.

The bananas are cooled down from typically 25 to 14°C
during the first few days in the reefer container in phase 2.
The speed of the cooling process varies inside the container,
depending on position, the diameter of gaps between pallets,
and their packing. The efficiency of cooling or the coupling
of the banana boxes to the airstream is described by the first
time-constant model parameter ky;. Even in the green state,
bananas produce a lower quantity of respiration heat, given
by the second parameter kp.

By skilled formulation of the equations for this Cool-Ident
model (Jedermann et al., 2013), the estimation of the two
parameters can be reduced to a linear system identification
problem (Fig. 5). Moreover, it is possible to formulate the
parameter identification in incremental form, with the esti-
mates becoming more accurate with each additional temper-
ature measurement.

During ripening in phase 4, the heat production of bananas
largely increases, and the heat production can no longer be
described by the constant parameter kp but as an additional
unknown time-variable system state. The heat removal from
the box by the cooling unit can be calculated based on the fi-
nally estimated k1 value, thus enabling the estimation of the
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Figure 4. The banana cool chain, processing chain, and related models (NCC represents no cooling control). Own illustration. Photo of
cooling vessel provided by Dole. Banana icon downloaded from https://www.freepngimg.com/ (last access: 3 November 2022).
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Figure 6. Modified Ripening model for estimation of ripening heat
during phase 4. For details, see Jedermann and Lang (2014).

biological heat production from the model. The model struc-
ture is modified according to Fig. 6. The states of this Ripen-
ing model can be estimated by the Kalman filter (Brown
and Hwang, 2012). By observing changes in heat produc-
tion, it can be monitored whether the ripening process has
fully started or heat production has risen beyond a critical
value, meaning ripening must be stopped by forced cooling
and ventilation.
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9 Model management

The event-driven architecture largely simplifies the assign-
ment of the models to certain life cycles, as well as in-
puts and outputs. The beginning of a new life cycle phase
is marked by transport events such as “transport-start” or
“start-ripening”. A configuration file can be defined for each
cargo type. It contains a list of models related to that cargo
type, which assigns transport events to model actions such as
“start” or “stop” and which input and output topics should
be used. Some models require information from earlier life
cycle phases. They have to implement a “collect” method to
record sensor or processed data from those phases.

For example, the Ripening model requires the ky; value
from the cooling model. It collects the output of the cool-
ing model during the transport phase. Calculation of the
Ripening model by event processing starts only later after
the “start-ripening” event was received.

The bridge to copy data from MQTT to Kafka serves a
second purpose: it scans the data for new sensor numbers,
i.e., new transported items. If a new sensor is detected, it
publishes an announcement message to a dedicated config-
uration topic in Kafka, containing all relevant information
from the configuration file. All models subscribe to that con-
figuration topic and start a new processing thread for the new
item. The models enhance the input stream by the predicted
values, e.g., for fruit quality, and publish the combination to
their output topic.

The sensors and models send their measurements and pre-
dictions as JSON (JavaScript Object Notation) format. Trans-
port events are included in the first sensor topic and for-
warded through all subsequent topics.

The models can be programmed independently from each
other. Models can run directly on the server, or if they require
another operating system they can run on a separate worksta-
tion. Models can be exchanged with a newer version without

https://doi.org/10.5194/jsss-12-111-2023
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Figure 7. Change of estimated k) values over time estimated by
the Cool-Ident model. Banana boxes at different pallet positions in-
side the container. The legend gives the distances from the boxes to
the cooling unit.

stopping the whole framework. They only require a network
connection to the Kafka streaming platform.

10 Digital twin prediction results

In order to generate reproducible results, the DT platform
was not tested with live sensor data from a real transport but
with a set of recorded data from previous tests (Jedermann
et al., 2013). Measurements, recorded with an interval of 1 h,
were played back with accelerated speed of 10 measurements
per second. The required time to process a full data set was
reduced to a few minutes. The DT platform receives either
real sensor data or playback data over the same interface.

The Cool-Ident model (Fig. 5) was applied in the first step.
It updates the estimation of the ky; value after each measure-
ment (Fig. 7). After initial fluctuations, the estimation con-
verges to a stable value when temperature data for a period
of 4 d becomes available. The local cooling efficiency on pal-
let level has a high heterogeneity over the length of the con-
tainer, changing by more than 60 %. In earlier research, we
found that the hotspot with the lowest cooling can be in al-
most any location (Jedermann et al., 2013), mostly caused by
non-predictable variations of the gap widths between each
pallet during stacking of the container. The distance to the
cooling unit cannot be used as predictor for the temperature
development.

The last estimated ky; values were fed into the Ripening
model (Fig. 6). The values were used to calculate an initial
estimate for the state x3. After start of ripening inside the
container, the heat production could no longer be described
with such a constant. The increase in the biological heat pro-
duction during the ripening process is shown in Fig. 8.
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Figure 8. Change of heat production during ripening, estimated by
the Ripening model; same pallet positions as in Fig. 7.

The pallet at distance 1.2 m had the best cooling. There-
fore, the ripening process could be better controlled for this
pallet. The heat development was confined to a stable value
as desired, whereas for the other pallets with less cooling ef-
ficiency the heat production continued to rise in an almost
linear way. After 5.7 d, the ripening process was completed.
The bananas were removed from the container and placed in
a chamber with higher ventilation and cooling power to stop
the process.

The test of what-if scenarios is one of the advanced fea-
tures of DTs. A container can have a poor cooling perfor-
mance caused by wrong packing or old machinery equip-
ment. The problem might become obvious only after the ship
has left the harbour. In this case, the operator can evaluate the
effect of set-point changes on the cargo temperature. Figure 9
demonstrates such a what-if scenario. The container had left
the packing station with the set point adjusted to 13 °C. After
100 h, the what-if scenario was started. In a first step, km, kp,
and the initial state xo are estimated. Afterwards the same
model as in Fig. 7 is applied with the new set-point value as
u(t).

Like transport events, a what-if scenario is triggered by a
query event with the set point under test and the remaining
transport duration as additional parameters, e.g., via a graph-
ical user interface. The query can be repeated at a later point
of time to achieve a more accurate estimation of ky; and tem-
perature prediction.

Nevertheless, there is only little freedom to adjust the
set point in the banana cooling chain. The scenario above
was rather programmed for demonstration purposes.

A more practical what-if scenario must include the fruit
processing and delivery planning, e.g., containers, which are
predicted to have a low green life at arrival, and they can be
prioritized for faster handling. The effect on other contain-
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Figure 9. Set-point scenarios and effect on predicted box tempera-
ture. Comparison with the actual measured temperature/set point of
13°C.

ers, which must be postponed in turn, should be assessed in
advance.

A similar method as in Fig. 9 was applied to evaluate the
accuracy of the Cool-Ident model. The model was initialized
with the finally estimated ky and kp parameters, as well as
the initial box temperature. The change of box temperature
was simulated based on the measured supply air tempera-
ture over time. The predicted and measured box tempera-
tures were in good alignment with a root-mean-square er-
ror between 0.02 and 0.1 °C, depending on box location. The
model in Fig. 5 is well suited to describe the time-dynamic
behaviour of the box temperature by only two variable pa-
rameters.

11 Platform performance

Our DT platform enables flexible linking of models, but it
also entails a certain streaming latency for event processing.
In a first step, we evaluated the typical streaming latency, i.e.,
the additional costs due to our platform. The response time
(RT) until the sensor/actuator device receives a control com-
mand after sending new measurements to the DT platform
included the streaming latency, processing of the model al-
gorithms, and further overhead such as wireless communica-
tion with the sensor, for example. The RT must be below a
boundary, depending on the application.

In a second step, we compared the latency with other con-
tribution factors to the RT for our cool-chain example appli-
cation.

The same method as in Singh and Jedermann (2022) was
applied for evaluation of platform performance. Unnecessary
computation load by screen outputs was reduced and mea-
surements repeated. Each processor or bridge module added
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Figure 10. Evaluation of processing delays and response time
based on time stamps (TSs).
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a time stamp before publishing the event (Fig. 10). The RT
was calculated by time stamp difference. In order to avoid
clock deviations between different workstations, all modules
were running on the same workstation, i.e., either a local PC
or directly on the DT platform. The Green-Life model was
programmed in three programming languages and used as an
example. Testing was based on recorded data sets from ear-
lier live experiments during ocean transport. The data were
played back with accelerated speed of 10 measurements per
second. Our test actuator logged the collected time stamps
to a file instead of applying corrective actions on the physi-
cal object. The full signal chain consists of publish—subscribe
event communication through the platform, including sensor
transmission, bridges from MQTT to Kafka (and vice versa),
and one example model (Fig. 10). The DT platform was im-
plemented on a virtual server with four cores and 8.0 GB of
memory, running on an AMD EPYC Rome machine with
3.0 GHz CPU clock. A standard i7 desktop PC was used as
additional workstation.

11.1  Latency of streaming platform

The two bridges and the model, written in Java, were di-
rectly executed on the DT server for the first test, with-
out wireless and external network communication. The RT
showed occasional outliers up to 100 ms caused by screen
output every 20 intervals. Further outliers were caused by
the fact that neither Windows nor Linux are real-time operat-
ing systems with guaranteed reaction time. For a comparison
of streaming-platform performance apart from limitation of
the operating system and screen test messages, such outliers
were excluded. The average RT was estimated to 3.5 ms total
or ~ 1 ms for each of the four processing units, including the
model algorithm. Running 20 DT instances in parallel on the
server costs an additional 60 ms or 3 ms per instance.

The latency of the model algorithms was measured with
the System.nanoTime() method in Java to 9, 42, and 66 us
for the Green-Life, Cool-Ident, and Ripening models, respec-
tively. Unfortunately, the System.nanoTime() method is not
thread safe. It can only be applied for models running in
a single thread but not to measure streaming latency, with
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sender and receiver running in different threads. The lat-
ter one can only be measured with the less accurate Sys-
tem.currentTimeMillis() method. Subtracting the latency of
the Green-Life model from the RT makes hardly any differ-
ence. The streaming latency of our platform is therefore typ-
ically 3.5 ms for a scenario with a single model. If multiple
models are linked in the platform, 1 ms must be added per
model or processing instance.

The following two factors can largely increase the RT and
should be further optimized. First, the creation of new topics
on the platform required up to 1s. This can be solved if the
topics are configured in advance, i.e., before transport start in
our example. Secondly, the use of MATLAB as programming
language for real-time models remains problematic. Methods
to call MATLAB functions from other languages are lacking.
The execution of multiple models in parallel requires exter-
nal programming since multi-threading is very restricted in
MATLAB. So far, only the minimal Kafka installation was
used. Kafka can be scaled to higher data throughput by us-
ing multiple brokers on parallel servers. Each broker can be
divided into partitions to handle messages from multiple DT
instances more efficiently.

11.2 Evaluation of our cool chain use case

The acceptable boundary for the RT and the contribution of
network overhead depends very much on the type of appli-
cation. The communication between sensors, actuators, and
DT platform can be restricted to a single shop floor with
fast Ethernet connections, or it can entail wireless communi-
cation through a worldwide-distributed multi-party network.
The influence of an additional fast local network on the RT
was marginal. Running all processing units on a separate PC
workstation, connected to the streaming platform through the
campus Ethernet resulted in almost the same RT.

The case that the physical system is connected via an em-
bedded system to the DT platform was also evaluated: exe-
cution of the sensor sender and action processor on a Rasp-
berry Pi embedded computer resulted in an increase in RT by
2 ms. Wireless communication was found to have the highest
influence on the RT. As an example, all Ethernet communica-
tion between PC workstation and DT platform was replaced
by Wi-Fi, leading to a total increase in the RT by 200 ms or
50 ms per communication link.

Considering the case that all data processing is pro-
grammed without linking models through events, i.e., in a
single software entity, only a few milliseconds can be saved.
In general, the performance of our platform is more than suf-
ficient to execute multiple DT instances in parallel, even at an
accelerated speed of 10 samples per second, whereas in our
practical example for monitoring the cool chain of bananas,
data came in intervals of minutes or even hours.
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12 Summary and conclusions

We had already provided a full functioning prototype for re-
mote quality monitoring in 2013. Two major drivers made us
rethink the concept and software structure.

a. Technology drivers. Our initial concept was based on lo-
cal data processing. The Intelligent Container was able
to decide itself about possible quality risks. Communi-
cation was reduced to warning messages on detected
risks and occasional status messages. Due to the dra-
matic decrease in cellular communication costs, there
is no longer a reason to withhold the data locally. In-
stead, cloud computing has become the new paradigm.
Modern streaming platforms can process the full model
chain for more than 100 digital twin instances per sec-
ond in parallel. There is no longer a need to combine
multiple models in a single software unit due to perfor-
mance requirements.

b. Conceptual drivers. DTs have become a new focus in
research on transport and production logistics. This ac-
tually gave us the motivation to reconsider the concept
of our Intelligent Container. In summary, we identified
and applied the following new features, challenges, and
concepts of DTs in our project:

1. Real-time data processing. DTs are not merely dis-
playing real-time sensor data, but they also pro-
cess the data to provide additional information. Al-
though this feature is stressed in most articles about
DTs, there are few guidelines about how it can be
applied to a concrete model, e.g., to estimate non-
measurable properties from the sensor data. The
conversion from offline simulation models to an up-
dateable model for real-time data is still one of the
big challenges in DTs. The theory of state observers
is now more than 50 years old, nevertheless, each
individual model requires rewriting its mathemati-
cal description.

2. Model linking. DTs provide flexible platforms to
link multiple models and other processing in-
stances. There are several solutions available be-
sides our Kafka-based platform, both open-source
and commercial (Jedermann et al., 2022a). The
platform requires only minor changes to host new
model types. Most work is required to write and
adapt a wrapper function for the models to commu-
nicate with the DT platform. The actual linking can
be done by assigning certain input and output topics
to the models.

Our models had been tested individually with real-time
sensor data, but our initial prototype was lacking a solution to
forward data among multiple models. With the DT streaming
platform, we can take advantage of several model chains. The
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estimated ky; parameter for cooling performance from the
first model provides the necessary input for subsequent mod-
els, e.g. (a) prediction of future temperature development,
followed by a third model to estimate the green life at arrival,
(b) estimation of the current heat, produced by the ripening
process; or (c) predicting the effect of set-point changes on
the future temperature development in what-if scenarios.

Our approach is focused on applications, in which all
properties of interest can be described by a dynamic sys-
tem model. Dynamic models calculate changes in the system
states over time as a function of some input variables (e.g. the
supply air temperature). They are mostly given as a set of or-
dinary differential equations (ODEs). The system description
can comprise a combination of separate mathematical algo-
rithms. The set of algorithms can include parameter identifi-
cation techniques to estimate unknown system parameters.

Basic requirement for the application of our approach is
that the given set of algorithms can be converted to an update-
able format. The simplest example is an integral relation be-
tween a measurable input variable (e.g. box temperature) and
a quality indicator (e.g. green life). In general, it is possible to
convert a more complex linear or non-linear ODE description
to a state observer. Most parameter identification techniques
can also be converted to an incremental form. Computational
fluid dynamics (CFD) models are less suitable, because they
have only very limited capabilities to correct predictions by
real-time sensor data. The training of artificial intelligence
and machine learning models is performed based on offline
training data, which is also not covered by our approach.

If these requirements on the models are met, the steps
described in Sects. 3 to 7 can be applied to convert a re-
mote monitoring system into a digital twin for information
analysis and decision support. In a first step, the properties,
which should be predicted, must be defined. They might in-
clude some hidden properties or states that must be estimated
based on the sensor data (Sect. 3). The most time-consuming
step is the conversion of the models to an updateable format,
e.g., by state observes (Sect. 4). The updateable model must
be equipped with interfaces to event processing (Sect. 5).
Streaming platforms are mostly available (Sect. 6). The sys-
tem might be enhanced by additional project-specific sensors
(Sect. 7).

In summary, the concept of DTs turned out to be motivat-
ing and useful for the inclusion of live sensor data in process
models. With the example of our intelligent container, we
showed that it is feasible and beneficial to make full use of
DT features to enhance a remote sensor monitoring solution.
The described steps can be applied to other applications for
extending IoT solutions with advanced DT features.

Code availability. The code was programmed for demonstration
purposes of digital twin features and capabilities. The software sys-
tem, containing various files in different programming languages,
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will be further developed, converted to a more generic solution, doc-
umented, and published later.
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