Extraction of nanometer-scale displacements from noisy signals at frequencies down to 1 mHz obtained by differential laser Doppler vibrometry

Dhyan Kohlmann\textsuperscript{1}, Marvin Schewe\textsuperscript{2}, Hendrik Wulfmeier\textsuperscript{1}, Christian Rembe\textsuperscript{2}, and Holger Fritze\textsuperscript{1}

\textsuperscript{1}Institute of Energy Research and Physical Technologies, Clausthal University of Technology, Goslar, Germany
\textsuperscript{2}Institute of Electrical Information Technology, Clausthal University of Technology, Clausthal-Zellerfeld, Germany

\textbf{Correspondence:} Dhyan Kohlmann (dhyan.kohlmann@tu-clausthal.de)

Received: 31 October 2023 – Revised: 28 April 2024 – Accepted: 2 May 2024 – Published: 9 July 2024

\textbf{Abstract.} A method is presented by which very small, slow, anharmonic signals can be extracted from measurement data overlaid with noise that is orders of magnitude larger than the signal of interest. To this end, a multi-step filtering process is applied to a time signal containing the time-dependent displacement of the surface of a sample, which is determined with a contactless measurement method, differential laser Doppler vibrometry (D-LDV), at elevated temperatures. The time signal contains the phase difference of the measurement and reference laser beams of the D-LDV, already greatly reducing noise from, e.g., length fluctuations, heat haze, and mechanical vibrations. In postprocessing of the data, anharmonic signal contributions are identified and extracted to show the accurate displacement originating from thickness changes of thin films and related sample bending. The approach is demonstrated on a Pr\textsubscript{0.1}Ce\textsubscript{0.9}O\textsubscript{2−δ} (PCO) thin film deposited on a single-crystalline ZrO\textsubscript{2}-based substrate. The displacement extracted from the data is ca. 38\% larger and the uncertainty ca. 35\% lower than those calculated directly from the D-LDV spectrum.

1 Introduction and motivation

The evaluation of anharmonic signals overlaid with noise that is greater than the signal of interest is of great interest because in fields as diverse as mechanical vibrations, acoustics (Klippel, 2005), and optics, observable phenomena are often not purely harmonic but only approximated or assumed as such. Especially in astronomy, signals from, e.g., exoplanet detection (Hara and Ford, 2023), are often periodic but not harmonic and overlaid with background noise, which constitutes a poor detection limit. One of the goals of this paper is to point out how this detection limit can be further reduced with respect to other methods or previous applications of the same measurement principle as used here. Another goal is to demonstrate how non-harmonic displacements, which are not expressed in a single peak in the Fourier spectrum, can be accurately extracted from the data.

The application of the evaluation method developed here is demonstrated on interferometric measurements of the displacement of a sample surface, which is driven by chemical expansion of a Pr\textsubscript{0.1}Ce\textsubscript{0.9}O\textsubscript{2−δ} thin film at high temperatures.

1.1 Non-stoichiometry and chemical expansion

This sample system and this phenomenon are well suited for demonstrating the new approach because the displacement is small, slow, anharmonic, and overlaid with much noise. In addition, there is an interest to better understand the chemical expansion of thin films because in industrial high-temperature applications (chemical reactors, combustion engines, fuel cells, catalyzers, etc.), the active material in many components, e.g., sensors, or protective coatings are often implemented as thin oxide films (Preux et al., 2012). During deployment, these thin films are exposed to varying chemical environments, which cause, e.g., in reducing atmospheres an oxygen deficit in oxides. This change in composition is often accompanied by a proportional, relative change in lattice parameter, called chemical expansion, $\varepsilon_C$ (Bishop et al., 2014;
Bishop, 2013; Schmitt et al., 2020; Marrocchelli et al., 2012). If the thin film expands but not its bonded substrate, or if they expand differently, a mechanical stress arises. The stress leads to bending of the sample, which might lead to delamination and cracking of the thin films, equalling device failure and thus contributing to limited lifetimes of said devices (Atkinson, 2017). Better understanding of the chemical expansion in thin films and the deformation of the entire macroscopic structure is therefore of industrial interest. The chemical expansion can be determined by measuring the displacement of the surface of a sample, which is the sum of the film thickness change and the bending of the substrate the film adheres to.

The detection of this displacement is challenging for several reasons. Firstly, the chemical expansion is coupled to the migration of oxygen vacancies, the equilibration time of which can be up to several hours (Kogut et al., 2021, 2022), making the displacement due to chemical expansion smaller and slower than that resulting from temperature instabilities (Kohlmann et al., 2023a). Second, since the transport of oxygen vacancies is thermally activated with activation energies of about 0.7 eV (Bishop et al., 2011b), the experiment must be conducted at elevated temperatures, which is inherently challenging because of, e.g., thermal strain and, in the case of optical measurement, heat haze and length fluctuations.

Another reason why the displacement is difficult to measure is its size: the relative change in lattice parameter upon partial removal of oxygen is at most a few percent (Bishop et al., 2014), meaning the thickness change of a thin film is at most a few tens of nanometers. Finally, it is commonly non-linear because the oxygen deficit $\delta$ approaches chemical equilibrium. Consequently, the chemical expansion and accompanying surface displacement of a sample in response to a harmonic (sinusoidal) excitation are non-harmonic, meaning that it possesses the same periodicity as the excitation but is not sinusoidal.

Each of these four reasons constitutes a demand for a technique which allows for the detection of slow, small, anharmonic displacements in noisy environments. A way of detecting them is laser Doppler vibrometry (LDV), as demonstrated in Schmidten et al. (2018), Wulfmeier et al. (2022), and Kohlmann et al. (2023a), which is especially well suited for high-temperature applications. It provides a contactless, interferometric measurement of displacements, which does not influence the sample or its excitation in any way. A new LDV approach which has been developed by the authors is high-temperature differential laser Doppler vibrometry (D-LDV) (Schewe et al., 2023; Kohlmann et al., 2023a, b). The differential approach already suppresses parasitic displacements in the raw, untreated data by exposing both the measurement arm and the reference arm of the interferometer to the same disturbances, largely canceling themselves out in the interference signal. In Schewe et al. (2023), the hardware is presented, focusing on the ability to suppress noise at low frequencies. In Kohlmann et al. (2023b), the applicability of D-LDV is demonstrated at high temperatures and low frequencies down to the megahertz (mHz) range, detecting the displacement of a thin-film praseodymia-ceria (PCO) sample. Here, the data post-processing procedure already applied in Kohlmann et al. (2023b) shall be presented in detail, resulting in the ability to observe the displacements in the time domain, i.e., in a time signal, as opposed to in the frequency domain, i.e., the Fourier transform of the time signal.

As a model material, PCO is chosen because it is well understood and exhibits a plateau of the oxygen partial pressure dependent non-stoichiometry (see Fig. 1) and therefore a plateau of the chemical expansion. This non-linear answer function of the chemical expansion to $p_{O_2}$ makes detectable displacements inherently anharmonic as a function of time if the electrochemical excitation is itself harmonic and covers the plateau region as well as the non-plateau region, as in Wulfmeier et al. (2022), Kohlmann et al. (2023a, b), and Swallow et al. (2017).

### 1.2 Periodic excitation of the sample and detection of the displacement

The displacement is detected interferometrically by D-LDV (Schewe et al., 2023; Kohlmann et al., 2023a), which yields a voltage signal containing the information about the length difference of the two interferometer arms over time. The
change of this length difference contains noise from various sources and the anharmonic displacement of the sample surface.

The D-LDV signal is sampled with an oscilloscope and the time signal filtered before Fourier transforming it. The Fourier transform is necessary because in the time signal, the displacement is overlaid by noise which can be larger by orders of magnitude, making the nanometer-scale displacement virtually invisible. In order for the fast Fourier transform (FFT) algorithm to be applicable, the number of data points in the time signal must be a power of 2 (Rabiner and Gold, 1975b), and in order for the spectrum to contain sharp peaks at the integer multiples of the excitation frequency, the duration of the time signal must be an integer multiple of the excitation period. If the time signal contains a non-integer number of periods, the fast Fourier transform consists of a broadened peak around the frequency of the signal, as illustrated in Fig. 2.

Here, a simulated time signal is shown which is exactly 100 s long and contains $2^{20}$ data points. The signal consists of two contributions, one at 1 Hz which oscillates exactly 100 times during the duration of the time signal and another at 3.005 Hz, which oscillates 300.5 times. As a consequence of the integer number of oscillations, the contribution at 1 Hz is reflected as a single, delta-shaped peak in the FFT shown in Fig. 2b, and as a consequence of the non-integer number of oscillations, the contribution at 3.005 Hz is reflected as a broadened peak. In the case of signal contributions which do not fulfill the requirement that they have an integer number of oscillation periods in the time signal, the height $A_{\text{peak}}$ of the peak can be reconstructed from the region in which it is dominant (i.e., between the minima located closest to the peak on the frequency axis) using

$$A_{\text{peak}} = \left( \sum_{i} (A_i^2)^{1/2} \right)^{1/2}. \tag{1}$$

In Eq. (1), $i$ denotes the index of the frequency bin in the FFT. The index $i_{\text{previous}}$ is the position of the minimum closest to the peak at lower frequencies, $i_{\text{next}}$ is that of the minimum closest to the peak at higher frequencies, and $A_i$ is the amplitude of the frequency bin with the index $i$. However, this method is prone to error since it limits itself to the region where the peak dominates the noise and even sums up the noise there. A more accurate detection of amplitudes is achieved by sampling an integer number of periods, as demonstrated here with the 1 Hz sine wave and the corresponding delta peak. Given this fact, Eq. (1) did not need to be applied here and is discussed for the sake of completeness. In the case of a harmonic signal (i.e., a sine wave), only the fundamental mode would be present, and the displacement would be proportional to its amplitude.

The periodicity of the chemical expansion and, thereby, the displacement of the surface require periodic changes of the chemical activity of oxygen in the film, and this is achieved here by electrochemically pumping oxygen from the thin film to the atmosphere and vice versa (see Sect. 3.2). The approach is demonstrated and explained in more detail in Swallow et al. (2017), Wulfmeier et al. (2022), and Kohlmann et al. (2023a, b). Note that for diluted systems, the effective oxygen partial pressure $p_{\text{O}_2}^{\text{eff}}$ as used below is equivalent to the chemical activity of oxygen in the thin film. The oxygen partial pressure in the vicinity of the sample, i.e., in the furnace, is always 0.21 bar.

Further, pumping of oxygen offers the advantage over other methods of oxygen activity adjustment to virtually arbitrary levels at any speed with exact periodicity due to the periodic setting of the external electrical potential. It eliminates the surface exchange between the surrounding gas and the thin film, which is necessary when the atmosphere is regulated as in, e.g., Kogut et al. (2021, 2022), Schulz et al. (2013), and Sheth et al. (2016). In Guan et al. (2017), the surface gas exchange was found to be the rate-determining step, necessitating equilibration times on the scale of hours, with the effect of the migration of oxygen vacancies across the PCO–YSZ interface being negligible.

1.3 Contradiction to theory motivates a novel approach

A dataset with the displacements of the sample measured at $T = 650$ and $700 \degree C$ for pumping voltages of 0.25, 0.50, and 0.75 V is shown in Fig. 4. Unexpectedly, an increase in pumping voltage leads to an apparent decrease in displacement at low frequencies: the displacements measured with a pumping voltage of 0.75 V are lower than those measured with 0.50 V. If this were to accurately reflect the motion of the sample surface, it would be in direct contradiction to the theory; this allows three conclusions to be drawn:

1. Firstly, the sample is broken, which we have ruled out: the sample is intact and the data consistent.
2. Secondly, the measurement is faulty, which cannot entirely be ruled out but is improbable because the detection is entirely decoupled from the excitation.
3. The third possible conclusion is that measurement and sample are both in order and that the information we seek is contained in the data, but further steps are required to extract it properly. This is the working hypothesis of this paper. It will be shown that this unexpected behavior cannot only be explained by the new evaluation method; it is even mandatory to apply such a sophisticated, multi-step approach to obtain correct results.

Figure 2. (a) An example of a simulated time signal, consisting of two contributions with different amplitudes and frequencies. The full simulated time signal is 100 s long; two periods are shown here. (b) The fast Fourier transform (FFT) of the time signal in panel (a).

Figure 3. Schematic of the sample and its electrochemical excitation inside the tube furnace.

Figure 4. The displacements of a PCO thin-film sample, as calculated from the peak at the excitation frequency in the Fourier transform of the time signal. The fact that the displacement values obtained with $U = 0.75 \text{ V}$ are consistently lower than those with $U = 0.50 \text{ V}$ constitutes a direct contradiction to theory and motivates a multi-step filtering approach to extract the true displacement from the time signal.

2 State of research

2.1 Oxygen non-stoichiometry and chemical expansion

As illustrated by Fig. 1, the model material PCO exhibits a $p_{O_2}$-dependent oxygen non-stoichiometry $\delta$. The $p_{O_2}$ dependence of $\delta$ can be separated into three regimes at high, intermediate, and low $p_{O_2}$. In the high $p_{O_2}$ region at $p_{O_2} \geq 10^{-4} \text{ bar}$, Pr ions are gradually reduced from their tetravalent state to the trivalent state, excorporating half an oxygen molecule for every two ions reduced (Bishop et al., 2011a). Written in Kröger–Vink notation (Kröger and Vink, 1956), the reaction reads

$$2\text{Pr}^{x}\text{Ce} + \text{O}^{x} \leftrightarrow 2\text{Pr}^{2+}\text{Ce} + V_{\text{O}}^{2+} + \frac{1}{2}\text{O}_2(g).$$

In Eq. (2), the subscript denotes the lattice site and the superscript the charge relative to the stoichiometric crystal, with a dot representing a positive, a slash a negative, and a cross a neutral charge. The letter $V$ denotes a vacancy. For example, $V_{\text{O}}^{2+}$ denotes a 2-fold positively charged vacancy occupying an oxygen lattice site. Disregarding impurities and defect interactions and assuming the concentration of oxygen ions to be virtually constant, the relationship between the non-stoichiometry $\delta$, which is proportional to the concentration of vacancies, can be expressed as

$$\delta \propto p_{O_2}^{-1/6},$$

which describes the slope of the data curve in the region of high $p_{O_2}$ of Fig. 1. In the intermediate $p_{O_2}$ region, $10^{-6} \text{ bar} > p_{O_2} > 10^{-16} \text{ bar}$, all Pr ions in the material are reduced from the tetravalent state to the trivalent state, and the reduction of Ce ions is still negligible. The resulting non-stoichiometry $\delta$ is thus constant in this regime. At the transition between these two regimes, the approximations made during the step from Eqs. (2) to (3) no longer hold, and the data curve smoothly turns from a nearly linear increase to constant. In the region of low $p_{O_2} < 10^{-16} \text{ bar}$, which is not accessed in the experiments conducted for this work, Ce ions are reduced to the trivalent state.
The change in composition is accompanied by a relative change in lattice parameter called chemical expansion \( \varepsilon_C \), which is in good approximation proportional to the non-stoichiometry \( \delta \) (Marrocchelli et al., 2012; Bishop et al., 2014) and, therefore, also exhibits a plateau in the same \( p_{O_2} \) region:

\[
\varepsilon_C = \frac{\Delta a}{a} = a_C \delta. \tag{4}
\]

In Eq. (4), \( a \) denotes the lattice parameter before expansion, \( \Delta a \) its absolute change, and \( a_C \) the chemical expansion coefficient. The exact mechanisms linking the non-stoichiometry are the subject of much ongoing research (Schmitt et al., 2020). The most important contributions are steric (the metal ions grow in radius upon accepting an additional electron; Shannon, 1976) and electrostatic (the additional charges repel each other; Marrocchelli et al., 2012).

As \( \varepsilon_C \) is proportional to \( \delta \), it also exhibits a plateau region at intermediate \( p_{O_2} \).

### 2.2 Mechanical behavior of the sample

The chemical expansion of a thin film deposited on a non-expanding or differently expanding substrate leads to a displacement \( \Delta X \) of the sample surface, which is the sum of two contributions, the film thickness change \( \Delta t_f \) and the substrate-bending \( \Delta s \). The sample behavior is laid out in Schmidtchen et al. (2018), Wulfmeier et al. (2022), and Kohlmann et al. (2023a, b) and reads

\[
\Delta X = \Delta x + \Delta t_f = \varepsilon_C t_f \left( \frac{3r^2 E_f (1 - \nu_f)}{E_s t_s^2 (1 + \nu_f)} \right). \tag{5}
\]

In Eq. (5), \( t_f \) is the thickness of the thin film, \( E_f \) its Young’s modulus, and \( \nu_f \) its Poisson’s ratio. \( E_s, t_s, \) and \( \nu_s \) are the Young’s modulus, thickness, and Poisson’s ratio of the substrate, and \( r \) is the radius of the circular sample.

Because \( \Delta X \) is proportional to \( \varepsilon_C \) and therefore to \( \delta \) (Bishop et al., 2014), it, too, exhibits a plateau in the same \( p_{O_2} \) region. By driving \( p_{O_2} \), one can excite the sample so that its surface is displaced.

### 2.3 Detection of the displacement

The displacement of the sample, given by Eq. (5), can be detected in several ways. A nanoindenter can be used, which detects the displacement of its tip mechanically (Swallow et al., 2017), or it can be detected interferometrically (Wulfmeier et al., 2022; Kohlmann et al., 2023a, b). The chemical expansion can be measured by thin-film XRD (Sheth et al., 2016) or calculated from the curvature of a wafer (Sheth et al., 2016; Das et al., 2018; Ma and Nicholas, 2018). The displacement can subsequently be calculated from the chemical expansion, and vice versa, using Eq. (5).

While a curvature measurement detects the difference of angle by which two parallel laser beams are deflected when directed at the sample surface and can be obtained as a function of time as in Sheth et al. (2016) and can in principle yield the same information as the LDV experiment, the limiting factor in Sheth et al. (2016) is the surface gas exchange, and the data presented there do not contain information about transport or reaction kinetics.

Thin-film XRD requires the sample to be in a steady state during a lengthy measurement. Thin film therefore does not yield any information about the kinetics of the processes leading to the build-up of the displacement.

The two aforementioned methods, on the other hand, are dynamic: they measure a displacement over time, repeated periodically. This is necessary because the displacement to be measured is overlaid by noise from, e.g., parasitic vibrations, or length fluctuations arising from temperature instabilities. This means that in order to accurately detect the displacement, one must either measure very often and then calculate an average over all periods directly in the time domain or conduct a Fourier transform of the sampled time signal and extract the displacement from the spectrum in the frequency domain (in the following, “in the time domain” specifies that a time signal is being processed and “in the frequency domain” a frequency spectrum). This is of course only possible if the displacement to be detected finds its expression as a sharp, dominant peak which can be clearly discerned from the noise underlying it. The noise level represents the lower detection limit. The displacement is then proportional to the amplitude in the spectrum at the respective frequency. By varying, for example, the amplitude or frequency of the excitation of the sample, one can draw conclusions about how fast the displacement reaches saturation, which contains information about the diffusion and other processes involved, e.g., overpotentials or imperfections in the thin films.

### 3 Experimental procedure/materials and methods

#### 3.1 Sample preparation and parameters

The sample, which is depicted schematically in Fig. 4, is a pumping cell, consisting of four parts: an ionically conducting but electronically insulating single-crystalline \( Y_{0.16}Zr_{0.84}O_2 \) (8YSZ, MTI Corp., USA) substrate, which acts as a pumping cell (circular, thickness \( t_s = 520 \mu m \), radius \( r = 5 \text{ mm} \)). YSZ is chosen because it is a well-known, readily available, temperature-resistant material which conducts oxygen ions but is electronically insulating. Single-crystal substrates are taken because their mechanical and electrical properties are known and uniform and also because they are electronically insulating, unlike polycrystalline substrates, which might have non-uniform properties strongly deviating from those of the single crystal and might have electronically conducting grain boundaries. The thicknesses of the samples used so far for samples of the type shown in...
Fig. 3 range from about 200 to about 530 µm. Below 200 µm, the substrate becomes too fragile for the sample preparation process, and above 500 µm, the bending-related displacement becomes small. Additionally, with the substrate being orders of magnitude thicker than the thin film, the pumping voltage applied to the sample drops mainly over the thickness of the substrate, leaving the entire film approximately at uniform potential. Another effect of this discrepancy in thicknesses is the applicability of the Stoney model (Stoney, 1909; Ohring, 2003), which involves the approximation that the substrate is far thicker than the thin film.

Upon this pumping cell, the PCO thin film is deposited by high-temperature pulsed laser deposition (PLD) as described in Wulfmeier et al. (2022). Upon the film, a Pt$_{0.9}$Rh$_{0.1}$ cover electrode is deposited by PLD. On the back side of the substrate, a screen-printed Pt electrode is applied, providing a three-phase boundary between the substrate, the electrode, and the air. The substrate thickness was determined with a thickness gauge (Extramess 2000, MAHR GmbH, Germany), that of the PCO thin film (circular, diameter 9.5 mm, thickness $t_f = 590$ nm) with a stylus profilometer (XP-2, Ambios Technology Inc., USA). The crystallinity of the thin film was confirmed by XRD (D5005, Siemens AG, Germany) and its compactness by SEM (SmartSEM, Carl Zeiss AG, Germany). The characterization of the samples regarding crystallinity, morphology, and density is not shown here, as it is not the main scope of this work and can be found in Chen et al. (2013, 2014), Swallow et al. (2017), Schmidtchen et al. (2018), Wulfmeier et al. (2022), and Kohlmann et al. (2023a, b).

### 3.2 Excitation of the sample

By applying a negative voltage to the electrode on the PCO thin film depicted in Fig. 3a, oxygen ions are pumped from the thin film into the substrate, from which molecular oxygen is released into the air at the backside electrode. Rearranging the Nernst relation yields the effective oxygen partial pressure in the thin film:

$$p_{O_2}^{\text{eff}} = p_{O_2}^{\text{air}} \cdot \exp \left( \frac{-4e_0 U}{k_B T} \right).$$

In Eq. (6), $p_{O_2}^{\text{air}}$ is the oxygen partial pressure of the ambient air. The oxygen activity strives toward equilibrium with $p_{O_2}^{\text{eff}}$, which means that oxygen is pumped out of the thin film into the substrate and from the substrate into the air. The effective oxygen partial pressure $p_{O_2}^{\text{eff}}$ is equivalent to the chemical activity. With the work laid out in Sect. 2.1, 2.2 and 2.3, it becomes clear that by applying a periodic voltage to the sample (shown schematically in Fig. 2), a periodic deformation is induced. The devices used are a waveform generator (TrueForm 33509b, Keysight Technologies Inc., USA) and a voltage-controlled power amplifier (SVM 02, MST Scientific, Germany) which supplies the pumping current. The pumping voltages specified later on are the high levels of a sine voltage, with the low level always being at 0 V. The negative potential is at the electrode on the PCO thin film, as shown in Fig. 3 (see also Fig. 4 of Wulfmeier et al., 2022).

In Kohlmann et al. (2023b), the displacement of a sample was examined as a function of excitation voltage to determine the value of overpotentials arising from, e.g., contact potentials at interfaces between the different materials, and a value of 0.15 V was found. Considering this value, the effective oxygen partial pressures set in the film are still within the plateau region at pumping potentials $U = 0.75$ and 0.50 V and outside of it at $U = 0.25$ V. Thus, the authors’ expectation is that even considering overpotentials, when applying sine voltages with a maximum of 0.75 or 0.50 V to the sample, the equilibrium displacements obtained should be equal and larger than that obtained at 0.25 V.

### 3.3 Measurement setup

The sample is placed in an alumina ceramic holder and contacted with platinum foil. The sample holder is placed inside a tube furnace (LOBA-1200, HTM Reetz GmbH, Germany). When the oxygen is removed and the film expands, the entire sample is bent, shown schematically in Fig. (5a). The full displacement $\Delta X$ as the sum of the film thickness change $\Delta t_f$ and the bending $\Delta \lambda$ is detected by differential laser Doppler vibrometry, as demonstrated in Kohlmann et al. (2023b). By placing the reference beam of the D-LDV on the sample holder, parasitic vibrations, heat haze, sample holder fluctuations, and other disturbances are eliminated to a great degree in the raw signal (Schewe et al., 2023). The adjustment of the beam positions is done with tilt mirrors (Fig. 5b). The interference signal from the D-LDV is decoded with a commercial LDV controller (OFV 5000, Polytec GmbH, Germany) using a DD-500 displacement decoder operated with a range of 50 nm V$^{-1}$. With the wavelength of 1550 nm of the D-LDV and the controller being designed for a wavelength of 633 nm, the proportionality factor linking the measured voltage to the displacement is 122.47 nm V$^{-1}$ in the time domain and 244.94 nm V$^{-1}$ in the frequency domain:

\[
\Delta X = R_D \cdot \frac{633 \text{ nm}}{1550 \text{ nm}} \cdot S_{\text{D-LDV}} \\
= 122.5 \text{ nm V}^{-1} \cdot S_{\text{D-LDV}} \text{ in the time domain and} \\
\Delta X = 2 \cdot R_D \cdot \frac{633 \text{ nm}}{1550 \text{ nm}} \cdot A_{\text{D-LDV}} \\
= 244.9 \text{ nm V}^{-1} \cdot A_{\text{D-LDV}} \text{ in the frequency domain.} (7)
\]

The decoded signal is sampled with an oscilloscope (PCI-5122, National Instruments Corporation, USA) and transferred to a computer for processing and evaluation.
4 Data treatment and results

The data treatment to accurately extract the value of the anharmonic displacement of the sample surface will be demonstrated here on a D-LDV measurement conducted on a PCO thin-film sample at $T = 650 \, ^\circ\text{C}$ with a pumping voltage of $U = 0.75 \, \text{V}$ at a frequency of $f = 0.005 \, \text{Hz}$. First, the raw time signal is presented, together with its Fourier transform and the displacement calculated from the fundamental mode alone. In the following steps, a filter is applied to the raw time signal, and the filtered signal Fourier transformed. The spectrum obtained by Fourier transforming the time signal is again filtered, followed by an inverse Fourier transform. The time signal obtained in this way is then read out and the displacement calculated from the peak-to-plateau difference using Eq. (7). At each step, the noise is also extracted, illustrating the decrease of the lower detection limit.

4.1 Displacement signal

The raw displacement time signal of the D-LDV, corrected for these steps as shown in Fig. 6a, still contains considerable noise, as is evident from the drift of over 1.5 µm over the course of 12 h. However, it is orders of magnitude less than that of a single-spot LDV measurement, which is typically over 1 µm in 20 min (Schewe et al., 2023). The absolute value of the Fourier transform (FFT; Harris et al., 2020) of the raw signal is shown in Fig. 6b. The low-frequency $f^{-1}$ type noise is clearly visible, as are higher harmonics at integer multiples of the excitation frequency 5 mHz, which arise from the periodic but non-harmonic character of the displacement in the time domain. The noise around the peaks is calculated as the rms value of ±20 frequency bins around the excitation frequency in the FFT (±436 µm Hz in this case). The amplitude of the fundamental mode at the excitation frequency is $(0.204 \pm 0.016) \, \text{V}$, which translates to $(50.0 \pm 3.9) \, \text{nm}$ using Eq. (7).

4.2 First filtering step: time domain filtering

To eliminate the large, low-frequency noise, two steps are taken. First, the time signal is linearly detrended by subtracting a straight line through the first and last points of the portion of the signal which is subsequently used for the FFT. After detrending, a high-pass filter is applied. For the subsequent steps, it is required to be maximally flat in its passband and have a linear phase relation. The first requirement already precludes most filters, e.g., Chebyshev or Bessel, which are not monotonic near their cutoff frequency (Rabiner and Gold, 1975a; Shenoi, 2006), but is met by the Butterworth filter (Virtanen et al., 2020). The second requirement is not met by the Butterworth filter, but this problem can be overcome by implementing it as a sequence of two third-order Butterworth filters, each followed by a reversal of the time axis. The result is that the phase shift from the first Butterworth filter is exactly canceled out by that of the second filter. For this, the cutoff frequency of the third-order filter must be corrected, so that the gain of the third-order filter at the desired cutoff frequency is 1.5 dB, resulting in a damping of 3 dB at the desired cutoff frequency after applying the filter twice. The over- and undershoots at the beginning and end of the time signal (Rabiner and Gold, 1975a; Shenoi, 2006) are then cut off, making a filter buffer of several excitation periods at both ends necessary. In order not to waste measurement time and expose the sample to harsh conditions for too long, it should be kept short but long enough for the under- and overshoots to be removed by cutting off the buffer. Here, a buffer length of 8 % of the total signal length is chosen, resulting in 8.7 periods at each end of the time signal (Rabiner and Gold, 1975a; Shenoi, 2006) are then cut off, making a filter buffer of several excitation periods at both ends necessary. In order not to waste measurement time and expose the sample to harsh conditions for too long, it should be kept short but long enough for the under- and overshoots to be removed by cutting off the buffer. Here, a buffer length of 8 % of the total signal length is chosen, resulting in 8.7 periods at each end for a sixth-order Butterworth high-pass filter with the cutoff frequency half a decade below the excitation frequency. The Butterworth filter thereby fulfills the requirements, albeit at the cost of a longer measurement (in this case half an hour each at both ends of the time signal).

In Fig. 7a, the filtered time signal is shown, with the filter buffer, which will subsequently be discarded, shown in grey.
Figure 6. (a) The raw displacement time signal of a D-LDV measurement on a PCO thin-film sample at $T = 650 \, ^\circ C$ with pumping voltage $U = 0.75 \, V$ and excitation frequency $f = 0.005 \, Hz$. (b) The Fourier transform of the raw time signal with resolution bandwidth $RBW = 22.9 \, \mu Hz$. Higher harmonics at 0.010 and 0.015 Hz are clearly visible.

Figure 7. (a) The linearly detrended and sixth-order high-pass-filtered time signal. Depicted in grey is the filter buffer, which contains undershoots and overshoots of the signal and is subsequently cut off. (b) The Fourier transform of the linearly detrended and high-pass-filtered spectrum. The noise level around the first peak at the excitation frequency is reduced by around 60%. In Fig. 7b, the Fourier transform of the high-pass-filtered time signal is shown, with the fundamental mode and the second and third harmonics clearly visible. Direct comparison with the spectrum of the unfiltered time signal in Fig. 6b shows that the noise around the fundamental mode, which represents the lower detection limit of the D-LDV (or any other measurement technique), has been reduced by almost 60% from ±0.016 V, corresponding to ±3.9 nm, down to ±0.006 V, which corresponds to ±1.5 nm. The height of the fundamental mode is increased by 7% from 0.204 V, corresponding to 50.0 nm, to 0.218 V, corresponding to 53.5 nm. The signal-to-noise ratio (SNR) is consequently increased from 12.8 without the filter to 35.9 after the application of the high-pass filter.

4.3 Second filtering step: frequency domain filtering

In the next step, the signal is filtered in the frequency domain, meaning that the spectrum shown in Fig. 7b is used. First, the signal-to-noise ratio (SNR) is calculated for each harmonic, with the noise level again being taken as the rms value of the 40 FFT bins closest to the harmonic. All harmonics with $SNR < 1.5$ are discarded. When 10 harmonics have been discarded using this criterion, the process is ended, and no higher harmonics are considered anymore. Next, the delta shape of the peaks at the integer multiples of the excitation frequency is exploited. As shown schematically in Fig. 2, the Fourier transform of a periodic time signal consists of delta-shaped peaks at the fundamental mode and the higher harmonics, i.e., the integer multiples of the fundamental frequency. Consequently, all in between harmonics is considered noise and discarded, leaving a spectrum consisting only of a few delta-shaped peaks at integer multiples of the excitation frequency, as shown in Fig. 8.

4.4 Back transformation and readout of recovered signal

The filtered spectrum shown in Fig. 8 is then transformed back into a time signal with an inverse Fourier transformation (iFFT; Harris et al., 2020), and two periods are saved as a resulting dataset to be read out (shown in Fig. 9), as all periods of the time signal are identical. The minimum is extracted from the dataset and the plateau taken as the average between the first and last maximum of the time signal, with
Figure 8. The filtered spectrum, consisting of contributions at higher harmonic frequencies with an SNR > 1.5 only.

Figure 9. The backtransformed time signal (iFFT; Harris et al., 2020) generated from the spectrum in Fig. 8. The excitation signal shown in green belongs to the left ordinate only, while all other graphs belong to both ordinates. The total displacement is proportional to the difference between the minimum and the constant displacement region marked in gray, taken as the region between the first and last maximum. For comparison, the iFFT of the spectrum consisting of only the peak at the excitation frequency is shown as a dashed blue line.

In the case of the measurement taken here to demonstrate the approach, the displacement obtained this way of 69.4 nm is ca. 38 % larger than that calculated from the peak at the first harmonic only. The standard deviation of the plateau of 2.6 nm is ca. 34 % smaller than the noise level of the raw spectrum shown in Fig. 6b, which was taken as the uncertainty.

Figure 10. The displacements of the sample at $T = 650$ and 700 °C, measured with pumping voltages $U = 0.25, 0.50$, and 0.75 V at frequencies $f = 1, 5, 10$, and 50 mHz.

4.5 Comparison with evaluation of first harmonic only

In Fig. 10, the displacements obtained with this method from the same measurements as in Fig. 3 are shown and compared to those calculated directly from the peak at the first harmonic. The contradiction to the theory, which motivated this new approach, has been resolved, which is apparent in that an increase in pumping voltage no longer leads to a decrease in displacement within the margin of uncertainty. The displacement increases monotonously with increasing pumping voltage, with almost equal displacements at pumping voltages 0.50 and 0.75 V, which indicates that non-linear reactions of the sample upon the excitation can now be detected accurately, validating our approach. The plateau of the non-stoichiometry shown in Fig. 1 is reflected in the constant displacement directly visible in the backtransformed time signal in Fig. 9.

5 Conclusions and outlook

With the new approach to the evaluation of D-LDV data, extremely small, very slow movements in harsh, noisy conditions as in high-temperature furnaces, or chemical reactors, can now be directly observed. Non-linear displacements can be determined more accurately: in the case of the dataset processed here, the displacement extracted directly from the Fourier spectrum of the raw time signal is $(50.3 \pm 3.9)$ nm, while the displacement extracted with the method presented here is $(69.4 \pm 2.6)$ nm, which constitutes an increase in the detected displacement of 38 %, while the uncertainty is reduced by 33 %. The increase in displacement is confirmed by the fact that an increase in pumping voltage leads to an increase in displacement or a constant displacement for pumping voltages in the plateau region as shown in Fig. 1 but no longer leads to a decrease in detected displacement. Displacements on the order of single nanometers are discernible in noisy environments like high-temperature furnaces at frequencies down to 1 mHz, with the noise level at 1 mHz and 650 °C being 1.5 nm. As with all contactless measurement methods, there is no influence of the measurement on the sample. The method could, with adjustments, be used to de-
tect very small optical and electrical signals, or anharmonic contributions and non-linear effects to otherwise linear physical effects. Applied to piezoelectric crystals, e.g., lithium tantalate (LT; LiTaO$_3$), lithium niobate (LN; LiNbO$_3$), or their solid solutions lithium niobate–tantalate (LNT; LiNb$_x$Ta$_{1-x}$O$_3$), it could allow for the determination of higher-order contributions to piezoelectricity and for the very precise determination of piezoelectric constants and, subsequently, mechanical properties of piezoelectric crystals and materials deposited thereon.
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