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Abstract. To improve the accuracy of polarization random noise signal recognition and the noise suppression
effect, a method of polarization random noise suppression in a two-dimensional force sensor based on random
forest is proposed. The polarization random noise signal model is constructed, the polarization random noise
signal is enhanced and the polarization random noise power spectrum of a two-dimensional force sensor is
calculated. The characteristic parameters of a polarization random noise signal are extracted and the polarization
random noise signal recognition is completed by using a random forest model. Finally, fast Fourier transform is
applied to suppress polarization random noise. Simulation results show that the method has a polarized random
noise signal with a signal-to-noise range of —15 to 5dB. The maximum recognition rate even reached 0.99.
Therefore, the proposed noise suppression model has the advantages of high accuracy and a good noise reduction
effect, which provides a new scheme for the polarization noise suppression problem in the sensor industry.

1 Introduction

In scientific research, production and engineering, it is of-
ten necessary to measure multiple data at the same time and
sometimes multiple data with different properties (Rymar-
czyk and Sikora, 2020). If multiple sensors are used to com-
plete the task, they are often limited by objective factors such
as installation space and service conditions. Therefore, peo-
ple have designed and developed multi-dimensional sensors.
Among these multi-dimensional sensors, the development of
multi-dimensional force sensors is particularly remarkable
(Arbelaez et al., 2020). Two-dimensional force sensors are
the most widely used sensors in mechanical measurement.
They have the advantages of a compact structure, simple
manufacture and convenient use (Kato and Yasuda, 2021;
Kim et al., 2020). However, when using a two-dimensional
force sensor for actual measurement, the polarization of the
sensor produces random noise easily, which may affect the
final measurement results. Therefore, in the application of
a two-dimensional force sensor, solving the problem of po-
larization random noise has become the primary focus. Xie
et al. (2019) propose a method for noise suppression based

on short-time singular-value decomposition. This method in-
tercepts the early signal segment through the short-time data
window, simulates the actual partial-discharge signal through
the typical partial-discharge pulse model, considers the in-
fluence of various signal-to-noise ratios and window lengths
on the denoising results and uses singular-value decompo-
sition to suppress the signal noise. The noise interference
effect of the method is verified under oscillation and nor-
mal conditions, respectively. Ma and Zhang (2021) propose
a method of noise suppression on the basis of an improved
empirical wavelet transform (IEWT). This method focuses
on IEWT decomposition. By decomposing the noisy sig-
nal into an empirical wavelet function (EWF) which is ar-
ranged in frequency order, the phenomenon of mode alias-
ing in complex signal noise decomposition can be effec-
tively avoided. The decomposed EWF is filtered by the kur-
tosis rule. Finally, the useful EWF is reconstructed and de-
noised. Wu et al. (2018) propose a method of noise suppres-
sion based on gain self-compensation. Firstly, the transient
noise caused by dead-time compensation is analysed. On this
basis, the noise interference suppression method based on
gain self-compensation is studied. According to the setting
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requirements of the stability control platform for phase lag
and transient noise, the noise suppression is realized by gain
self-compensation. Westhausen and Meyer (2020) propose
a dual-signal-conversion long short-term memory (LSTM)
network (DTLN) for the real-time voice noise reduction
problem. The method combines short-time Fourier transform
and learning with fewer than 1 million parameters. The re-
sults show that the method has real-time noise reduction
power and outperforms the deep noise suppression (DNS)
challenge baseline, improving by 0.24 points in the average
opinion score. Birnie et al. (2021) propose using a blind-spot
network for self-supervised denoising for the random noise
problem in seismic data processing. The results show that
this method can effectively remove noise and reduce signal
damage, which can improve image quality and subsequent
task performance. Compared with traditional denoising tech-
niques, this shows the potential of self-supervised learning
in seismic applications. Dorst et al. (2023) propose an ex-
tended uncertainty-aware automated machine learning tool-
box (UA-AMLT) for regression analysis to address the issue
of machine learning models not directly handling measure-
ment uncertainty in indoor air quality monitoring. The re-
sults show that this method improves the robustness of the
model to random noise and provides an effective strategy for
improving indoor air quality monitoring.

The above methods have their own characteristics in noise
suppression, but there are still shortcomings. The method of
short-time singular-value decomposition depends on the se-
lection of a signal window and a signal-to-noise ratio and
may not be suitable for non-stationary or atypical noise. Al-
though the improved empirical wavelet transform can ef-
fectively avoid modal aliasing, its adaptability to complex
and variable noise environments needs to be improved. The
method based on gain self-compensation is mainly targeted
at specific systems and has relatively weak universality. The
noise suppression method based on random forest proposed
in this study can more accurately identify and process the po-
larization random noise of two-dimensional force sensors by
utilizing machine learning techniques. The random forest al-
gorithm has strong classification and regression capabilities,
which can adaptively learn noise features and effectively sup-
press random noise, thus solving the limitations of traditional
methods in dealing with variable and complex noise.

2 Suppression of polarization random noise in a
two-dimensional force sensor based on random
forest

2.1 Calculation of the polarization random noise power
spectrum of a two-dimensional force sensor

In the process of suppressing polarization random noise in a
two-dimensional force sensor, the power spectrum of polar-
ization random noise needs to be calculated first, assuming
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Figure 1. Signal model with polarization random noise.

that the polarization random noise signal model is

y(n)=x(n)+ f(n). ey

In the equation, # is the index of discrete time points, which
is an integer used to identify the value of the signal at a par-
ticular time point. x(n) represents the pure vibration signal,
f(n) represents the polarization interference noise, x(n) and
f(n) are independent and uncorrelated and y(n) represents a
signal with polarization random noise (Ullah et al., 2020).

In order to eliminate the truncation effect caused by signal
framing, y(n) is windowed first. In this study, a Hamming
window is adopted and the polarization random noise signal
yi(n) of frame i can be expressed as

yim)=y(@i -L+nwn),0<n<L—-1. 2

In the equationi =0, 1,2, ..., — 1, I represents the number
of frames that y(n) can be divided into, and w(n) represents
the Hamming window containing L sampling points:
_ 27n < _
w(n)z{ 0.5—05cos(#4), 0<n=L-1 )

, else

Secondly, by performing a fast Fourier transform on each
noise signal frame y; (n), the following short-time amplitude
spectrum of the polarization random noise signal can be ob-
tained:

L-1

Yl k=" y(Q+mwn)e 7T/E 4)
n=0

In the equation, Q represents the frame shift length, / repre-
sents the frame number and k represents the sub-band num-
ber. It can be seen from the above equation that, after short-
time amplitude spectrum calculation, the noise signal is con-
verted from a single time domain into a time—frequency do-
main (Huang et al., 2018; Imtiaz et al., 2019; Palagan, 2018).

The model with a polarization random noise signal is
shown in Fig. 1.

The general process of a noise enhancement algorithm
based on short-time spectrum estimation is as follows.
Firstly, the noise power spectrum is estimated from the short-
time power spectrum |Y(l, k)|2 of the polarization random
noise signal and the corresponding time—frequency gain fac-
tor H(l, k) is calculated according to certain criteria. Then,
the short-time amplitude spectrum Y (/, k) is multiplied by
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H(l, k) to obtain the enhanced signal short-time amplitude
spectrum X (/, k). The phase-insensitive characteristic of the
noise signal is then used and the enhanced signal phase is
replaced by the phase of the polarization random noise sig-
nal so as to obtain the signal spectrum after noise elimination
(Zhang, 2020). Finally, the enhanced time domain audio sig-
nal x’(n) can be obtained by an inverse fast Fourier transform
of the obtained signal spectrum, which is shown in Fig. 2.

Since the power spectrum transformation range of polar-
ization random noise in a non-stationary environment is usu-
ally large (Maryami and Liu, 2024), it is necessary to perform
the following first-order recursive smoothing on the power
spectrum of a polarization random noise signal:

P(lk)=cP(U—1,k)+(1 =Y k). &)

In this equation, P(l, k) represents the smooth power spec-
trum of a polarization random signal and ¢ represents the
constant smoothing factor set according to the actual situa-
tion.

The purpose of first-order recursive evaluation is to reduce
the amplitude of those frequency points disturbed by noise to
the same degree as the front and rear frequency points, rather
than directly reducing them to 0. Therefore, the first-order
recursive smoothing can not only effectively weaken the in-
fluence of background noise but also ensure that the useful
foreground signal will not be lost too much, so that there is
a better approximation between the enhanced signal and the
original pure signal (Yao and Sun, 2019; Zhao et al., 2020;
Zhu and Xie, 2019).

After obtaining the smooth power spectrum of the noisy
signal, the next thing to do is to determine its local minimum
at each frame. In this paper, the bi-directional path search
method combining forward and backward searches is used to
find the minimum value of the smooth power spectrum. That
is, for the current processing frame, the forward search and
backward search are performed simultaneously to obtain two
local minimum values (Zhao et al., 2019). Finally, the larger
of the two is taken as the local minimum value of the smooth
power spectrum in each frequency band of the frame, which
can be described as below:

Pe(l, k) = min {P*, K}, I <I* <I+F —1. (©6)

In Eq. (6), F represents the number of frames to consider
after the current frame, which is used to determine the size
of the search window. Specifically, when searching for the
local minimum value of the smooth power spectrum, the al-
gorithm will search within a determined frame range. This
range starts from the current processed frame 1 and searches
backward for F — 1 frames to find the local minimum value.
Calculate the probability of the existence of the foreground
polarization signal. The probability of the existence E(I, k)
of the foreground polarization signal can be calculated with
the following first-order recursive equation:

E(l,k)=BE(l—-1,k)+1—-pB)GU,k). @)
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In this equation, 8 represents the constant smoothing factor
set according to the situation. G (I, k) represents the discrimi-
nation standard for the existence of a foreground polarization
signal, which can be described as

1, existent,

GU.k) = { ! Dy(l. k) > (k)

non-existent, else

®)

In the equation, &(k) represents the frequency correlation
threshold set according to the actual situation and D:(/, k)
represents the ratio of the smooth power spectrum of the ran-
dom noise signal with polarization to its local minimum, i.e.

P, k)

Dr(l,k) == P—(lk) .

9
In other words, when D;(l, k) is greater than 6(k) in a certain
sub-band, there is considered to be a foreground noise sig-
nal in the band. By contrast, there is considered to only be a
polarization random noise signal in the band.

Calculate the smoothing factor of the time—frequency cor-
relation. According to the existence probability E(/, k) of
the foreground noise signal obtained in the above steps, the
smoothing factor p(l, k) of the time—frequency correlation
can be obtained:

p, k)= p1(1—p1)E(1 k). (10)

In the equation, p; represents the constant smoothing factor
set according to the actual situation and the value range of
the smoothing factor p(l, k) is p1 < p(l, k) < 1.

Estimate the background polarization random noise power
spectrum. When there is a foreground noise signal at a frame,
i.e. when p(/, k) approaches 1, the background polarization
random noise power spectrum should be almost equal to the
noise power spectrum at the previous frame. When there is
almost no foreground noise signal at a frame, i.e. when p(l, k)
approaches 0, the background polarization random noise
power spectrum should be approximately equal to the noisy
signal power spectrum at the frame. Therefore, the polar-
ization random noise power spectrum of a two-dimensional
force sensor can be calculated as

L{, k)= p, LA —1,k)+ 1 — p, k)Y, k). (11)

2.2 Polarization random noise recognition based on
random forest

The key step in polarized stochastic noise suppression by a
two-dimensional force sensor is noise recognition. As the
random forest algorithm is very robust to noisy data, it re-
duces the miscalculation where a single decision tree may
result from noisy data by building multiple decision trees
and selecting or averaging their predictions. This property
allows a random forest to perform well in its noise recog-
nition task. The random forest algorithm randomly selects
feature subsets to split when constructing the decision tree.
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Figure 2. Noise signal enhancement process.

This stochasticity of feature selection not only increases the
diversity of the models but also facilitates the discovery of
features associated with noise, thus improving the accuracy
of the noise identification. The characteristic parameters se-
lected for noise recognition are the bandwidth occupied by
the noise signal, kurtosis and the zero centre’s largest nor-
malized transient amplitude spectral density (Neumann et
al., 2020). The calculation equations and definitions are as
follows.

2.2.1  Occupied bandwidth

Occupied bandwidth refers to the proportion of broadband
with 99 % of the total power in the total broadband. The
power below or above the lower frequency limit of the oc-
cupied broadband is equal to 0.5 % of the total power. The
occupied bandwidth of an amplitude spectrum can be used
to distinguish between the frequencies of different signals,
i.e. to distinguish noise signals from conventional signals.

2.2.2 Kurtosis

Kurtosis K indicates the number of characteristics of the
peak value of the probability density distribution curve at the
average value, which are used to distinguish the peak value of
the amplitude spectrum of the polarization random noise sig-
nal. The kurtosis calculation equation of the amplitude spec-
trum of the polarization random noise signal is

_ 4
o E[(X(l,k)— E[X(,K)]) ]2. a2
{E[(X(, k) — E[X(, )]}

In Eq. (12), X (I, k) represents the amplitude spectrum of the
polarized random noise signal, where / and k may be indices
related to time, frequency or other relevant parameters. E [ . ]
represents the expectation or mean operation used to calcu-
late the average value of the expression in parentheses. The
form of the entire equation is similar to the “standardized”
fourth-order central moment, which measures the size of the
peak of the data distribution relative to its variance. When the
kurtosis is greater than 3, it indicates that the data distribution
has heavy tails or more outliers than the normal distribution;
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when the kurtosis is less than 3, it indicates that the data dis-
tribution has lighter tails or fewer outliers than the normal
distribution. In the analysis of polarized random noise sig-
nals, by calculating the kurtosis of the amplitude spectrum,
we can obtain useful information about the peak characteris-
tics of the signal, which is helpful for further processing and
analysis of the signal.

2.2.3 Largest normalized transient amplitude spectral
density at the zero centre

The largest value ypmax of the normalized transient amplitude
spectral density at the zero centre represents the change in the
transient amplitude of the polarization random noise signal,
which is used to distinguish the strength of the signal. The
calculation equation is

maX|DFT(Scn(i))|2

Ymax = ~ , 13)

where N indicates the sampling signal number and Sc, (i) in-

dicates the normalized transient amplitude of the zero cen-

tre Sen(i) = S.(i) — 1, where S.(i) = ‘j’% S(i) represents the
% S(@)

transient amplitude signal and m, = ile represents the

average value of S(i) (Guo et al., 2020).

After calculating the characteristic parameters, the polar-
ization random noise signal is recognized in the random for-
est. Based on bootstrap aggregation, random forest is a strong
classifier that includes multiple weak classifiers (decision
trees). First, put back sampling through the self-help method
and set up training sub-datasets, with each set forming a de-
cision tree. Then, randomly select characteristic parameters
to train the decision trees. Each decision tree is irrelevant to
the others. When making a decision, vote on the decision
results made by multiple decision tree classifiers to obtain
the final result (Drachenko and Mikhnyuk, 2020; Nishiyama
et al., 2020). The recognition performance of random forest
is higher than that of a single decision tree and overcomes
the overfitting problem of decision trees. At the same time,
due to random sampling, the variance of the training model
is small, the generalization ability is strong and the model
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is robust to missing data and unbalanced data. The random
forest model is shown in Fig. 3.

The random forest algorithm here uses the method of fea-
ture selection on the basis of a Gini coefficient and classifi-
cation of a regression tree and a decision tree. A Gini coef-
ficient represents the chaotic degree of the model. A smaller
Gini coefficient will lead to a smaller chaotic degree. The
feature which has the smallest Gini coefficient is selected to
ensure that all samples of each sub-node belong to one clas-
sification. The probability distribution’s Gini coefficient is

Gini(p) =2p(1 — p). (14)

In Eq. (14), Gini(p) is the Gini coefficient as a measure of
the degree of chaos in a dataset. The smaller the Gini coeffi-
cient, the less chaos in the dataset, i.e. the higher the purity of
the dataset. p represents the probability of a certain category
appearing in the dataset. In dichotomous problems, p usu-
ally indicates the probability of a positive class and (1 — p)
indicates the probability of a negative class. In the multi-
classification problem, the Gini coefficient is calculated sep-
arately for each category and considers the category distri-
bution. As for sample set C, after traversing all the segmen-
tation points of feature parameter A, it is separated into two
parts by using the relationship between the feature parameter
and threshold T4 (such as A > Ty), i.e. sample set C satis-
fying A > T4 and sample set C> not satisfying A > T4. In the
case of A > Ty, the sample set’s Gini index is

C C
Gini(C, A) = %Gini(C]) + %Gini(cz). (15)

In the equation, Gini(C;) and Gini(C,) represent the uncer-
tainty of sample sets C and Cy, respectively, and Gini(C, A)
indicates set C’s uncertainty after A > T4 division.

The cart decision tree is a binary tree. In accordance with
the various numerical characteristics of the dependent vari-
ables which are in the dataset, the regression tree and clas-
sification tree can be established. The specific steps are as
follows:

1. Through the self-help method, sub-datasets are ob-
tained. Characteristic parameters randomly selected are
taken as the division characteristics of the classifica-
tion tree node. For each selected characteristic parame-
ter A, take all possible thresholds T4, calculate the sub-
dataset’s Gini coefficient after A > T4 division and se-
lect the characteristic parameter which has the smallest
Gini coefficient as well as the corresponding threshold
as the characteristic division point of the node.

2. If the node sample number or the tree depth meet the
requirements, the construction of the classification tree
ends and the successful cart decision tree is returned.
Otherwise, step (1) is executed recursively for the two
child nodes.
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In this paper, the bandwidth occupied by three characteris-
tic parameters, kurtosis and the largest normalized transient
amplitude spectral density of the zero centre is used, and the
polarization random noise signal is categorized and identified
by a random forest classifier. First of all, normalize the signal
power under various signal-to-noise ratios, extract the char-
acteristic parameters of the noise signal and form the train-
ing dataset and test dataset of the random forest. Secondly,
the training dataset is sampled by the self-help method to
construct training sub-datasets. Each training sub-dataset es-
tablishes a decision tree. Characteristic parameters randomly
selected are used to train the decision tree. Then, multiple
irrelevant decision trees are generated, all of which form a
random forest. Finally, the random forest is used to classify
and identify the test dataset. The decision results are deter-
mined by the majority vote of each decision tree classifier.
The obtained polarization random noise signal recognition
model on the basis of the random forest is shown in Fig. 4.

2.3 Suppression of polarization random noise in a
two-dimensional force sensor

The expression relationship between signal frequency f; and
time ¢ of polarization random noise in a two-dimensional
force sensor is as follows:

AV
ft:f0+T_tvO<t<Tm- (16)
m

In the equation, fy represents the carrier frequency of the
noise signal, AV represents the largest frequency offset and
T, represents the signal period.

The expression relationship between polarization random
noise signal echo frequency f; and time ¢ is as follows:

AV 2R
fr=f0+T— I—T 0<t <Ty. (17)
m

In the equation, R represents the distance of the two-
dimensional force sensor and ¢ represents the propagation
speed of the polarization random noise signal. The equa-
tion describes the relationship between the echo frequency
and the time of polarized random noise signals in a two-
dimensional force sensor. The echo frequency is the sum of
the carrier frequency and a frequency offset that varies over
time. This frequency offset is determined by the maximum
frequency offset, signal period and signal propagation time.
Therefore, the equation actually describes a physical process:
when a polarized random noise signal propagates in a two-
dimensional force sensor, its echo frequency will change over
time, which is determined by the carrier frequency, maxi-
mum frequency offset, signal period and distance and speed
of the signal propagation. According to the above calculation
equation, the relationship between differential frequency f;
and sensor distance R can be obtained:
2AV

fr= T R. (18)
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Figure 4. Identification model of polarization random noise based on random forest.

Linear frequency modulation selects the best suppression po-
sition Rp according to the difference frequency signal be-
tween the polarization random noise signal and the ordinary
polarization signal. When the optimal suppression position
is given, the corresponding differential frequency f;o can be
obtained according to Eq. (19). A bandpass filter with cen-
tre frequency f;o is set in the two-dimensional force sensor
to let the required differential frequency signal pass through
and suppress signals of other frequencies.

Due to the relative motion of the polarization random sig-
nal, the calculation equation of the frequency variation A f;
of the differential frequency signal in one modulation period
T
2kv;T,, 2v;AV

c ¢

In the equation, k = % represents the frequency modulation

slope and v; represeﬁnts the data change speed of the two-
dimensional force sensor.

In a modulation period Ty, the ratio ¢ which is between
the frequency variation of the differential frequency signal
and the frequency of the differential frequency signal is

Afi _ Tnyj
fi R
That is, if A f; < fm, the frequency f; of the differential fre-
quency signal in one modulation period 7},, can be considered

the fixed value. Therefore, the polarization random noise in-
terference can be suppressed by fast Fourier transform. The

19)

< 1. (20)
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principal block diagram of noise interference suppression is
shown in Fig. 5.

Because the signal in a period 7}, can be considered a sin-
gle frequency, its spectrum is an impulse function. The noise
spectrum is uniform. Find the largest value of the polariza-
tion signal spectrum with noise interference, set it to zero
and then perform fast Fourier transform to obtain noise inter-
ference. The interference noise signal is subtracted from the
polarization signal containing noise interference to obtain the
polarization signal after noise interference suppression.

3 Experimental verification

This article uses the simulation software MATLAB to gen-
erate a dataset and conduct a simulation experiment. The
dataset to be tested contains ordinary signals and noisy sig-
nals. The signal parameters are set as follows. The symbol
rate is 50 Hz. The carrier frequency is 1.55 MHz. The sam-
pling frequency is 62 MHz. The m sequence with a period
of 127 is used as the pseudo-random code sequence and the
pseudo-random code rate is 635 kHz. The noise is zero mean
Gaussian white noise and the signal-to-noise ratio ranges
from —15 to 5dB, with an interval of 1dB. The training
dataset and the test dataset are generated through MATLAB.
Under different signal-to-noise ratio conditions, 2000 train-
ing data and 1000 test data are generated for ordinary signals
and noisy signals.

https://doi.org/10.5194/jsss-14-1-2025
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Figure 5. Schematic diagram of noise interference suppression.
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Figure 6. Comparison of signals between random walk signals gen-
erated by the research plan and data generated by non-random pro-
cesses.

3.1 Influence of the decision tree number on the
performance of the method

In order to ensure that the generated random walk signals fol-
low natural patterns in real life, in-depth research has been
conducted on signals in real life to understand their statisti-
cal characteristics and variation patterns. Next, in MATLAB,
these characteristics are utilized to simulate the signal, en-
suring that the simulated signal is similar to the real signal
in terms of amplitude, frequency and phase. In addition, the
introduction of an m sequence as a pseudo-random code se-
quence not only increases the randomness of the signal but
also makes it closer to the signal mode in actual commu-
nication. At the same time, by adding zero mean Gaussian
white noise, the common noise interference in the real envi-
ronment was simulated, thereby improving the fidelity of the
signal. Finally, strict statistical analysis was conducted on the
generated signal, which was compared with real-life signals
to ensure that the statistical characteristics of the simulated
signal were consistent with the real signal. These measures
collectively ensure that the random walk signals generated
in the experiment closely follow the natural patterns in real
life. The comparison between the random walk signals gen-
erated by the research plan and the signals generated by non-
random processes is shown in Fig. 6.
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From Fig. 6, it can be seen that the random walk signals
generated by the research scheme exhibit a high degree of
similarity to the signals generated by non-random processes.
The decision tree number is taken from 1 to 50 at an inter-
val of 5. The average recognition rate of all the test data in
the whole test set of this method is shown in Fig. 7 and the
running time is shown in Fig. 8.

By analysing Fig. 7 in depth, it can be clearly observed
that there is a positive correlation between the average cor-
rect recognition rate of the signal and the number of decision
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trees. The figure clearly shows that, as the number of decision
trees gradually increases, the average correct recognition rate
of the signal also improves accordingly. This trend indicates
that the integration of multiple decision trees helps improve
the accuracy of the signal recognition. However, it is worth
noting that when the number of decision trees exceeds 10,
the growth trend of the recognition rate begins to stabilize,
which means that further increasing the number of decision
trees may not bring a significant improvement in the recogni-
tion rate. Meanwhile, another important factor to consider is
the running time. The data in Fig. 8 show that the more deci-
sion trees there are, the longer the required running time will
be. This is clearly a balancing issue, as although adding deci-
sion trees can improve recognition rates, it will also sacrifice
operational efficiency. After considering both the recognition
rate and the running time, the study selected 10 decision trees
as the optimal balance point in the simulation experiment.
This choice aims to ensure a high recognition rate while also
controlling the running time, thereby achieving overall opti-
mization of the performance of the method.

3.2 Comparison of the correct signal recognition rates

When the signal-to-noise ratio range was —15 to 5dB,
this method was compared with noise suppression methods
based on short-time singular-value decomposition and im-
proved empirical wavelet transform. Ensuring the improve-
ment of the signal quality is crucial in signal conversion
pipelines. In this process, adaptive filtering technology is first
adopted to effectively remove noise components from the
original signal and improve the signal-to-noise ratio of the
signal. Then, through normalization processing, the signal
is scaled to a unified scale and signal features are extracted
using time domain analysis, frequency domain analysis or
time—frequency domain analysis techniques. Use short-time
Fourier transform (STFT) or wavelet transform to obtain the
time—frequency characteristics of the signal. Transform the
extracted features into a matrix data structure suitable for
model processing. The comparison results of signal recog-
nition accuracy are shown in Fig. 9.

According to the experimental results shown in Fig. 9, it
can be clearly seen that the proposed method exhibits an ex-
cellent polarization random noise signal recognition ability
in an environment with a signal-to-noise ratio range of —15
to 5dB. This innovative method has a relatively high accu-
racy in identifying polarization random noise signals gener-
ated by two-dimensional force sensors. Compared with the
two commonly used traditional methods, this method has
significant advantages in the signal recognition rate. The
data show that its average signal recognition rate is not only
higher than these two traditional methods but also reaches an
astonishing recognition rate of 0.99 under certain conditions.
This achievement undoubtedly proves the effectiveness and
superiority of the research method in identifying noise sig-
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Figure 9. Comparison results of the correct signal recognition rate.

nals, providing a new solution to the noise suppression prob-
lem of two-dimensional force sensors.

3.3 Noise suppression effect

As the key performance of the method of noise suppression,
the noise suppression effect can fully reflect the suppres-
sion performance of the method. Therefore, the polarization
random noise suppression effect of the method in this pa-
per is verified based on the noise-free polarization random
noise signal spectrum and by adding a signal-to-jamming ra-
tio (SJR) = —10dB interference noise to the basic signal to
inspect the noise suppression effect.

The results in Fig. 10 show that the method in this paper
has a good noise suppression effect and can remove the in-
terference noise in the signal, and the signal after noise sup-
pression is basically suppressed from the original signal.

3.4 Noise suppression efficiency

Due to the high workload of a two-dimensional force sensor
and the large amount of data to be collected and processed,
efficiency of the method of noise suppression is required.
Therefore, it is necessary to compare and verify the noise
suppression efficiency of this method. To further enhance the
generalization ability of the model, the L1 and L2 regular-
ization techniques were used. L1 regularization helps to gen-
erate a sparse-weight matrix, remove noise and perform fea-
ture selection. L2 regularization smoothens the weights and
prevents the model from overfitting. Meanwhile, using the
dropout technique, some of the neurons were randomly dis-
carded during training to reduce the dependence of the model
on the training data.

Analysing the comparison results of the noise suppression
efficiency shown in Fig. 11, it can be seen that this article

https://doi.org/10.5194/jsss-14-1-2025
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Figure 11. Noise suppression efficiency.

has high noise suppression efficiency and good noise sup-
pression stability, which can ensure the stability of the two-
dimensional force sensor operation and improve the reliabil-
ity of the data transmission.

https://doi.org/10.5194/jsss-14-1-2025

4 Conclusion

To improve the data transmission quality of a two-
dimensional force sensor, a polarization random method of
noise suppression in a two-dimensional force sensor based on
random forest is proposed. The performance of the method is
verified theoretically and experimentally. This method has a
higher correct recognition rate of noise signals and a better
noise suppression efficiency when suppressing polarization
random noise in a two-dimensional force sensor. Compared
with the method in terms of short-time singular-value decom-
position and an improved empirical wavelet transform, the
correct recognition rate of noise signals using this method is
significantly improved and finally stabilized at 0.99. More-
over, the noise suppression effect of this method is good and
the data after noise suppression are basically consistent with
the original data. Therefore, the proposed method of noise
suppression based on random forest can better meet the re-
quirements of polarization random noise suppression in a
two-dimensional force sensor.
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