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Abstract. The EyeOnWater Raspberry Pi (EOW–RPI) is a do-it-yourself maker project for citizen science to
measure and classify the natural colour of water. It describes the systematic development (from concept to the
prototype and application) and evaluation of a replicable optical sensor system that enables the automatic deter-
mination of water’s colour according to the Forel–Ule colour scale using a Raspberry Pi and associated camera.
Within the framework of image data processing, the system was automated in accordance with the criteria of
scientific methods such that application errors were minimised from the initial image acquisition to the colour
analysis. The overarching purpose of this project was to promote the independence of scientifically interested
and technically skilled laypersons in building their own research device and collecting and providing their own
data through a community website. Furthermore, the project can serve as inspiration for the maker community
with respect to the development of enhanced extensions. For this purpose, it is crucial that the documentation
of software and hardware is made available as open-source information. In this project, we follow a systemic
methodology that extends from the requirement analysis and conceptualisation phase through to the system
architecture, with the aim of developing suitable hardware and software. To this end, the sensor system was
implemented as a prototype and its technical feasibility; handling; and the scientific quality of data acquisition,
processing, and Forel–Ule colour analysis were evaluated.

1 Introduction

The involvement of the general public in documenting en-
vironmental observations has become an essential aspect of
environmental science, giving rise to the concept of “cit-
izen science”. Such contributions can help experts gain a
deeper understanding of local environmental processes while
also promoting greater awareness and engagement with envi-
ronmental issues among the wider public. The International
Ocean Sampling Day (OSD) serves as an inspiring example
of this concept (Kopf et al., 2015). Launched on the summer
solstice (21 June) in 2014, the project was a global research
campaign in which citizens and marine biologists collabo-
rated to collect samples from the world’s oceans, thereby
gathering contextual data. A fundamental aspect of citizen
science is not only active participation but also the scien-

tific value that emerges from the observations themselves.
In recent years, projects related to the OSD have been initi-
ated in which measurement methods and sensors for optical
coastal and marine water monitoring have been developed in
the context of citizen science (Ceccaroni et al., 2020). In that
regard, approaches have emerged towards assessing and clas-
sifying the natural water colour, as a meaningful measure for
assessing the health and productivity of aquatic ecosystems,
thereby allowing researchers to monitor and understand eco-
logical dynamics and guiding the sustainable management of
resources.

The natural colour of water bodies can be attributed to in-
teractions between incident light and optically active compo-
nents (OACs) in the water (Kirk, 2010). These components
absorb and scatter light depending on the different wave-
lengths, resulting in the characteristic colour of water and
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Figure 1. Blue Marble Western Hemisphere (Stöckli, 2007) colour
variations in oceans and coastal and inland waters.

affecting the availability of light underwater. Three impor-
tant OACs, which also serve as indicators of water quality,
have an essential effect in this context: (1) dissolved organic
matter (chromophoric dissolved organic matter, CDOM);
(2) non-dissolved inorganic substances, such as suspended
matter and sediment load (non-algae particles); and (3) phy-
toplankton with its various photosynthetic pigments (mainly
chlorophyll-a, Chl-a), which form the basis of the food web.

The illustration of the Blue Marble (Fig. 1, adapted from
Stöckli, 2007) simply depicts that the colour of water in
oceans and in coastal and inland waters varies regionally
and globally. The combination of OACs leads to a multitude
of dynamic temporal and seasonal fluctuations, for instance,
driven by (1) algal blooms associated with the discharge of
nutrient-rich water masses from riverine systems or (2) in-
creased sediment loads resulting from precipitation or storm
events. In this manner, fluctuations in the concentrations of
these substances can be linked to significant issues of social
interest, such as climate change or eutrophication.

The collection of contextualised and geolocated data over
a representative period of time without interfering with the
hydrosphere still poses a challenge for maritime research.
Furthermore, the information contained in these data should
be made available in a high-quality, long-term, and secure
manner via international databases. Consequently, space-
borne ocean colour sensors are utilised for global remote
sensing of the water-leaving spectral distribution of visible
solar radiation that emerges from beneath the ocean sur-
face and passes through the sea–air interface. The collected
data are subjected to several processing levels to correct for

factors such as the attenuating effects of absorbing atmo-
spheric components or scattering losses and validation proce-
dures. This process ultimately reveals ocean colour products,
including, for instance, properties of chlorophyll, turbid-
ity, suspended matter, and remote-sensing reflectance (Rrs)
(Ibrahim et al., 2024), which can be correlated with local on-
site measurements using radiometers. Radiometric reference
measurements systems are cost-intensive and require regu-
lar maintenance and support by experts; therefore, they are
not accessible to the general public. In that regard, a method
for determining the colour of natural waters based on an
oceanographic colour standard, the Forel–Ule index, was de-
veloped by the Royal Netherlands Institute for Sea Research
(NIOZ) for use in citizen science (Wernand, 2016). Build-
ing on this foundation, additional research has demonstrated
that the measurement data obtained through this method are
also comparable with radiometric ocean colour observations
(Wernand et al., 2013a).

Based on the state of the art of available solutions for citi-
zen science, we address the current requirements regarding
hardware and software development using an open-source
optical sensor system project for citizen science that enables
automatic data acquisition for the measurement and classi-
fication of natural water colour. Thus, the main objective of
this paper is focused on systematic interdisciplinary prod-
uct development and documentation for replication as well
as on verification and validation, and it provides supplemen-
tary depictions and analyses of findings from our previous
paper (Rüssmeier et al., 2024). The structure of the paper is
as follows: Sect. 2 describes related work and the underly-
ing methods. This overview provides the motivation for vari-
ous applications and highlights the relevance of our proposed
solution for an automated optical sensor system. Section 3
details the conceptual development, design, and system ar-
chitecture, based on the defined requirements. In Sect. 4, we
present the underlying operational and application concepts
as well as the required materials. This section also covers the
technical implementation of the data processing software, the
user interface, and the database interface. Section 5 examines
and discusses the functional and technical properties of the
modular sensor system as well as the software functionalities
and services for uploading data to an international database.
Here, the suitability and scientific quality of the data collec-
tion and analysis are evaluated through a reproducible labo-
ratory test set-up and an application study focused on usabil-
ity. The results of the proof of concept for the sensor system
conclude the technical development presented in this study.
Finally, a summary and outlook on future developments and
activities are provided.
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Figure 2. Modern Forel-Ule colour scale of 21 index values used
to determine the colour of natural waters.

2 Related work and underlying methods

2.1 The Forel–Ule scale

The colour of water has been documented by humans since
long before Earth observation satellites became available.
Different reference systems (colour scales) have been used
for this purpose and continue to be employed today. A scale
commonly used in both limnology and marine research is the
Forel–Ule scale (Novoa et al., 2013, 2014). For this purpose,
a water surface is subjectively compared (by the observer)
with the Forel–Ule scale (Fig. 2) against the background of
a submerged white surface using the Secchi disc (Pitarch,
2020). The present water colour is then assigned to 1 of 21
representative colour values, resulting in the Forel–Ule index
(FUI) value. The advantages of this historical method lie in
its ease of use, cost efficiency, and long-established applica-
tion spanning more than 130 years (Wernand et al., 2013a).
For the continuation of time series, the observation of water
colour is currently still carried out using the same observation
methodology. Thus, comparable time series data with several
million measurements are presently available. When placed
in a scientific context, this dataset can reveal historical or sea-
sonal changes in the environment or ecologically relevant en-
vironmental influences. Furthermore, approaches combined
with model simulations can help to verify the in situ Forel–
Ule data collected over a long period of time (Pitarch et
al., 2019) and are, thus, not only suitable but also necessary
in order to derive preventive or intervening measures for en-
vironmental protection.

Overall, although a multitude of colour measurements are
available, longer time series in individual areas are still rela-
tively rare. An approach to collect more local data could in-
volve citizens in active environmental monitoring as part of
citizen science. The Forel–Ule scale serves as a meaningful
measure, as it is intuitively understandable for a wider audi-

ence and suitable for public relations, dissemination of sci-
entific developments, educational purposes, and the develop-
ment of citizen science projects on the topics of water quality
and the state of the oceans.

However, the time required for manual data collection and
documentation according to Forel–Ule and the need for a
Forel–Ule scale and a Secchi disc act as obstacles to citizen
participation. In addition, the subjective colour impression
of the observer can vary due to current environmental fac-
tors, such as cloud cover, direct sunlight, or an unsteady wa-
ter surface caused by wind. Thus, a certain level of practice
is necessary for citizen scientists to manually determine the
water colour according to the Forel–Ule scale in order to ob-
tain qualitatively evaluable and comparable data. For this rea-
son, smartphone-based apps have been developed and tested
(Malthus et al., 2020). This innovation marks the transition
from manual data collection to semi-automated smartphone-
based water colour assessment by simplifying the measure-
ment method.

2.2 The “EyeOnWater – Colour” smartphone app

Using the EyeOnWater – Colour smartphone app (MARIS
B.V., 2024a), a user can capture images of a water sur-
face with a smartphone camera and compare them manually
with an associated colour scale on the display, which repre-
sents the FUI of the captured water without the need for a
physical Forel–Ule scale (Wernand, 2016). The method used
to analyse the three colour channels, red, green, and blue
(RGB), of an image is based on the so-called WACODI (Wa-
ter Colour from Digital Images) code (Novoa et al., 2015).
Using this method, the images are first converted from the
standard RGB (sRGB) colour space into the CIE XYZ colour
space coordinates (CIE 1931, Commission Internationale de
l’ Eclairage) and are subjected to a gamma expansion and
an illumination correction, the latter of which takes possi-
ble specular reflection at the air–water interface into account.
The resulting XYZ values of each individual pixel of the im-
age are converted into x and y colour coordinates and then
into a hue angle (αw). Based on the distributions of αw
in subareas of the image, an approximation of the intrinsic
colour of the water is achieved, and the assignment to 1 of
21 possible Forel–Ule indices is then merged in a correla-
tion table (Novoa et al., 2013). For example, a spectral angle
function of 225° can be defined as an FUI of 2 for the intrin-
sic colour of a water body on the basis of the CIE standard
colour system. A corresponding index of the Forel–Ule scale
is then suggested to the user for selection via their smart-
phone display. For subsequent quality control of the mea-
surements, additional information must be provided regard-
ing whether it was raining at the time of the measurement
and whether the seafloor was visible in the image (Fig. 3,
top). All data are automatically georeferenced by the inter-
nal GPS of the smartphone sensor. One advantage of this app
is that the data can be freely accessed; moreover, new data
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Figure 3. User interface of the EyeOnWater – Colour smartphone
application (MARIS B.V., 2024a) for citizen science to determine
the water colour according to the Forel–Ule index (top). The web-
site application interface (https://www.eyeonwater.org/, last access:
25 September 2024) for citizen science (bottom).

can be uploaded to a specially developed website applica-
tion at https://www.eyeonwater.org/ (last access: 25 Septem-
ber 2024), as illustrated in Fig. 3 (bottom). Thus, the outcome
is made freely available to all interested groups via a user-
friendly map database. The regression between the αw ex-
tracted from reference radiometric data and the αw extracted
from digital images was evaluated with a coefficient of deter-
mination of r2

= 0.93 (Novoa et al., 2015).

Figure 4. User interface of the HydroColor: Water Quality smart-
phone application (Leeuw, 2024) employed to determine the
remote-sensing reflectance. For this purpose, three separate images
of the environment were analysed.

2.3 The “HydroColor: Water Quality” smartphone app

An alternative smartphone app is the HydroColor: Water
Quality application (Leeuw, 2024), which offers an advanced
approach using a grey card with 18 % reflectance as a refer-
ence surface from a separate image for the normalisation of
colour values and the correction of the prevailing illumina-
tion conditions (Leeuw and Boss, 2018). Using the Hydro-
Color: Water Quality app, three separate but related images
are captured of the environment (sky, grey card, and water
surface) at the measurement site (as shown in Fig. 4) as well
as metadata from the GPS and gyroscope of the smartphone
sensors. For the automated analysis, the captured colour im-
ages are initially divided into the three wavelength ranges
(red, green, and blue); afterwards, the relative radiance val-
ues are normalised in relation to the grey-card value. Based
on the sky image, an approximate exposure-independent re-
sult of the remote-sensing reflectance is computed, provid-
ing the same parameter that can be derived from satellite
measurement data for water observation. All data are pro-
cessed and stored on the smartphone, and they consist of
a text file including multiple parameters (Rrs, light values,
RGB reflectance, turbidity, and chlorophyll concentration)
(Goddijn-Murphy et al., 2009). For the HydroColor: Water
Quality app, remote-sensing reflectance was specified to be
measured in the red, green, and blue parts of the visible spec-
trum with approximately 26 % the accuracy of a precise ra-
diometer.

In summary, the presented engineered applications pro-
vide good examples of various semi-automated approaches
that facilitate citizens’ involvement in the practical measure-
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ment and reporting of environmental water quality param-
eters. Both applications operate on smartphones, which are
widely used, thereby providing easy access. The develop-
ment of quality-tested applications and data analysis at a sci-
entific level is already well advanced. Through application
studies, a variety of challenges have been identified with re-
spect to generating usable images with the apps that shall
be investigated in further developments. The main sources
of possible inaccuracies and deviations are variable illumi-
nation conditions and the white balance of the sensor, rough-
ness of the water surface, or interference that occurs when
images are taken manually, meaning that the user may not
immediately recognise such problems. In addition, sun glint
can occur as a temporary anomaly when sunlight is directly
reflected from the water surface into the downward-facing
optical sensor. Factors such as the position of the sun, the
viewing angle of the optical sensor (camera), the refrac-
tive index of the water, cloud cover, and the wind direction
and speed influence the effect of the sun glint (Garaba et
al., 2012).

These findings mean that, in an automated measurement
setting, as envisaged in our development, the possibility of
measurement results being falsified by environmental influ-
ences, e.g. the roughness of the water surface, cannot be en-
tirely avoided, as the user cannot adopt preventative proce-
dures at the moment of automatic image acquisition. Fur-
thermore, the existing solutions do not provide the oppor-
tunity for continuous operation to record data series. Even if
this option was available, it is unlikely that most smartphone
users would employ an unattended installation of their smart-
phone in the environment.

3 Proposed solution and approach for an automatic
optical sensor system

Considering smartphone implementation and usage, it is pru-
dent to investigate additional possible systems that provide
the functionalities of existing solutions and facilitate straight-
forward modular extensibility for the engaged community.
To this end, an automatic optical sensor system was de-
veloped in accordance with the VDI 2206:2021 “Develop-
ment of mechatronic and cyber–physical systems” guideline
(Verein Deutscher Ingenieure, 2021). Consequently, the pre-
liminary phase encompasses the delineation of both techni-
cal and non-technical requirements, yielding a concept for a
modular design and system architecture. During the iterative
hardware and software development process, corresponding
test cases serve to verify the functionality and validate the
usability of the sensor system.

3.1 Requirements

As an open-source sensor system project, the project is sub-
ject to a variety of boundary conditions and restrictions or
technological directives, which will have a profound influ-

ence on its conception and development. These include po-
tential available hardware components as well as the choice
to use certain third-party software libraries with appropriate
support. The sensor system is intended for both stationary
and mobile applications, whereby series of images and meta-
data should be automatically captured with the system and
computed into the Forel–Ule index via the software in accor-
dance with the scientific measurement standards included in
the WACODI code. The collected data should become avail-
able via the already established EyeOnWater website and
can, thus, provide a useful service for the community. An
accuracy of ±2 FUI units is targeted, and correction meth-
ods should be implemented for (a) variable illumination con-
ditions and (b) white balance. For this purpose, an addi-
tional grey card with a reflectance of 18 % has been adopted
as a reference measurement surface. To avoid possible dis-
turbances due to (c) sun glint, quality-oriented data pro-
cessing steps should be implemented. In order to minimise
(d) improper manual image selection by inexperienced users,
standardised process steps should be envisaged by which
users receive assistance. This involves automatically check-
ing, flagging, and preselecting any inappropriate data for the
user. To lower the hurdle for users with minimal technical
expertise and simpler equipment to implement the system
successfully, affordable materials for the design process and
user-friendly handling during field operation must be taken
into account. For this open-source project, the single-board
Raspberry Pi computer was chosen in advance, as experience
had been gained from previous projects, meeting the perfor-
mance requirements for image data acquisition and process-
ing performance. Through the integration of hardware com-
ponents and software into an overall system, a prototype sen-
sor system was realised and tested.

3.2 Derived system architecture

A flexible and modular system architecture was chosen with
respect to the design of both the hardware and software
to serve for citizen science and the maker community. The
system architecture featured interfaces for the Raspberry Pi
(RPI), energy modules (EMs), energy management via Witty
Pi (WPI), a camera module (CM), a geo-localisation mod-
ule (GPS), and a memory module (MM), all housed within
the weatherproof housing of the EyeOnWater Raspberry Pi
(EOW–RPI) sensor system, as well as external interfaces
to the system software (PC) and the EyeOnWater (EOW)
database, as illustrated in Fig. 5. With this modular and, thus,
extensible concept, it is possible to create a cost-effective ver-
sion that includes only the essential functions and hardware
components. For this purpose, only the RPI, camera, and the
energy module are required. This combination already en-
ables continuous image acquisition on the RPI for stationary
operation; however, additional metadata, such as time and
location, must be entered manually by the user. The images
can then be analysed by our data processing software on the
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RPI. Conversely, a more advanced and cost-intensive version
of the system can also be realised with additional functions
and features for enhanced user-friendliness and system qual-
ity. Such features include the extension of the WPI, through
which redundant internal and external energy sources (EMs),
e.g. solar cells, can be utilised and a power management
function is implemented. In addition, the GPS extension pro-
vides automatic time and position information; thus, users do
not have to manually input this information. Through the in-
tegration of a memory module (MM), a simple on-site data
exchange is made possible at the measurement location at
any time. In addition, the user experience with respect to im-
age data analysis will improve when using an external PC
that offers superior computational performance.

4 Design and system integration of the EyeOnWater
Raspberry Pi

Within the operating and application concept of the EyeOn-
Water Raspberry Pi, the following phases are differentiated:
the preparation to set up the system, its regular use, and the fi-
nal publication of the data on the EyeOnWater website. The
following sections provide an overview of the realised sys-
tem design, including the development, implementation, and
documentation of the hardware (Sect. 4.1); the user interface
of the software (Sect. 4.2); and the implemented data pro-
cessing levels (Sect. 4.3).

4.1 Application concept, materials, and technical
documentation

The preparation encompasses the entire process, from the
procurement of all necessary parts and the assembly of the
mechanical components to the installation and configuration
of the software, which is crucial for setting up the EOW–RPI
sensor system for a measurement campaign.

The hardware requires at least a Raspberry Pi 4 (model
B 2022, 4 GB, Raspberry Pi Fd.), a Raspberry Pi HQ
camera (12.3 MP, sensor type Sony IMX477) including
a C-mount 16 mm telephoto lens for the HQ camera
(PT3611614M10MP, CGL Electronic), a removable exter-
nal USB data medium, and a power supply (e.g. USB power
bank). In addition, a housing, equipped with a commercially
available reference white-balance grey card (18 %) for the
colour value (128, 128, 128) in the RGB colour space is re-
quired, obtainable from local photo shops or manufacturers
at a price of EUR 10–30 (e.g. CL-CAM1113, ChromLives).
Users can decide for themselves whether they want to use
a custom housing made from existing and used materials or
produce a new one by rapid prototyping with 3D printing,
for which a 3D STEP model file is provided, as depicted in
Fig. 6b. The basic structure is modular and, therefore, op-
tionally extensible using a GPS sensor for geo-localisation
(e.g. TTL GPS module with a u-blox NEO-6M chipset) or
inertial position sensor to receive a heading of the sensor sys-

tem. A very useful extension (Witty Pi, UUGear, Dun Cat
B.V.) offers the option to integrate additional flexible inter-
faces for external or internal power supplies and its manage-
ment for deep standby as well as a real-time clock. The sys-
tem software is preconfigured and made available to users via
a ready-to-use SD card image. Figure 6a illustrates the com-
ponents used to build an EOW–RPI sensor system, whose
total cost amounts to approx. EUR 250 if purchased new;
however, these materials can be reused in other projects or
taken from previous maker projects. Due to the minimal in-
tegration effort, all components are well suited for utilisation
within the citizen science sensor system.

When positioning the camera at its measurement location,
it should be set tilted at an angle of 30° to the water sur-
face and oriented northwards, to reduce potential interference
from direct sunlight reflections from the water surface. The
field-of-view area should only include the grey card and the
water surface to be measured, whereas the floor of the wa-
ter body and other foreign objects such as plants should be
excluded.

With respect to on-site operation, lossless digital nega-
tive (DNG) format image data, with a native resolution of
4056× 3040 pixels and 12 bit, and standard exchangeable
image file format (EXIF) metadata are automatically cap-
tured and stored at user-specified predefined time intervals
on the basis of timestamps. The operation can be monitored
on demand via a video stream or a terminal output. For a
subsequent correction and computation of the white balance,
each captured image includes a recognisable segment of the
grey card, which is permanently attached to the EOW sen-
sor system via a built-in bracket (Fig. 6c). Consequently, the
images are captured with no automatic white balance.

4.2 User interface and application programming
interface (API) to the EyeOnWater database

A subsequent computation of Forel–Ule values from a mea-
surement series and their publication on the EyeOnWater
website are realised by the data processing software, either
directly via the Raspberry Pi or via a separate personal com-
puter. Thus, an automatic processing procedure is carried out
that is made accessible to users via a graphical user inter-
face (GUI), as depicted in Fig. 7. In accordance with the
system’s extensible architecture and modular hardware set-
up, the data processing software was programmed using an
object-oriented approach, ensuring maintenance-friendly and
scalable applications suitable for citizen science. Python 3.7
was chosen as the programming language, with Visual Stu-
dio Code (Microsoft) for source code editing and the PyQt
(Riverbank Computing) toolkit for GUI development.

The application guides the user through the required
prompts for the data directory as well as the complementary
information on location coordinates from the measurement
site, which can be manually set if the information was not
automatically recorded by the additional GPS sensor exten-
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Figure 5. System architecture of the EOW–RPI, including the hardware modules and interfaces to the system software and database.

sions. Similar to the EyeOnWater – Colour smartphone ap-
plication, information on rain and cloud conditions or the
visibility of the bottom of the water must also be set be-
fore launching the automatic processing. In this context, stan-
dardised procedures facilitate a quality-oriented verification
of automatically preselected and flagged measurement data
by the user, right up to a password-authenticated transfer
of measurement data to the EyeOnWater database. All re-
quired entries directly correspond to the structured request
body form of the EyeOnWater website application program-
ming interface (API).

4.3 Data processing software

The data processing from raw-image data to a standardised
and quality-assured comma-separated values (CSV) dataset
with Forel–Ule value information and metadata comprises
five processing levels that are summarised and illustrated in
Fig. 8. Performed on a Raspberry Pi 4, the processing from
image acquisition to the final analysis can take up to 3 min.

Based on the DNG raw-image data format and EXIF meta-
data in level 1, preprocessing takes place in level 2 to convert
the raw data into RGB image data via demosaicing encod-
ing. This is preceded by a gamma offset correction based
on EXIF metadata and a normalisation of the white balance
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Figure 6. The 3D housing model of the EOW–RPI (b) and the
components used to build the EOW–RPI sensor system (a). The
EOW–RPI prototype of the sensor system in the operational envi-
ronment (c).

of all RGB colour channels, which is calculated from the
mean colour distribution of the reference grey card. Process-
ing level 2 therefore addresses the requirements with respect
to (a) variable illumination conditions and (b) white balance
of the sensor. Thus, if the correction is applied successfully,
all three colour channels will exhibit uniform intensities for
a neutral, homogeneous illumination.

A standardised dataset comprising the preprocessed im-
age and metadata, such as timestamps and position data,
is merged at level 3. In addition, images are also analysed
for anomalous patterns such as sun glint or whitecaps. The
anomaly analysis relies on the evaluated pattern recognition
method of Garaba et al. (2012) and is derived from the thresh-
old distribution of the greyscale histogram. In the case of an
identified anomaly, a flag will be assigned to the image in
the metadata dataset and the data will be excluded from any
subsequent analysis steps. This procedure has to be manually
confirmed as a quality-aware processing step by the user via
the EOW user interface. Thus, processing level 3 addresses

Figure 7. The programmed graphical user interface of the EOW–
RPI sensor system for user-friendly and intuitive application.
The integrated procedure for quality-oriented verification of au-
tomatically preselected and flagged measurement data as well as
password-secured transfer to the EOW database.

the requirements of (c) sun glint and (d) quality-aware pro-
cessing to overcome an inappropriate manual choice of im-
age made by the user.

The Forel–Ule index is processed at level 4, based on the
WACODI algorithm of the EyeOnWater application, which
we briefly introduced in Sect. 2.2. In particular, this com-
prises the computation of the mean values of all existing
colour hue angles (αw) within an image region and, finally,
the conversion of the FUI in accordance with the αw corre-
lation table.

The authors of the WACODI code report that, in a general
case, when an image is acquired without detailed spectropho-
tometric measurements but the sky conditions are known (ei-
ther cloudy or sunny), the water colour can still be estimated,
although with less accuracy (Novoa et al., 2015). Thus, stan-
dard procedures for colour matching using an illumination
correction matrix (ICM) are implemented in the WACODI
code. The ICM is calculated on the basis of a cone response
matrix, which enables significant changes in the red–green
band overlap and can either be calculated using the so-called
Bradford method or, in our case, using linear scaling. Two
generic correction vectors for different chromaticity coordi-
nates (x,y) of the illumination vector are implemented in the
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Figure 8. Data processing levels from raw-image data to a consistent dataset, including Forel–Ule values and metadata, that is ready to
upload to the EOW database.

WACODI code, either for cloudy or sunny weather condi-
tions (Novoa et al., 2015). As part of our implementation,
a linear scaling of the ICM and the chromaticity coordinate
vector for sunny conditions were selected. The basic con-
sideration that led to the selection of the correction parame-
ters chosen in our code will be explained in Sect. 5.1 against
the background of test case 1. In addition, the software au-
tomatically identifies any outliers and flags abrupt deviations
in the FUI within a consistent measurement series of mea-
surement data if the deviation from the calculated mean ex-
ceeds 2 FUI units. A flag can also be set manually by the
user if needed, ensuring that each measurement is verified
before it is uploaded to the EOW database. Thus, quality-
aware processing in level 4 finally contributes an additional
function to realise the requirement (d) to overcome an in-
appropriate manual choice of image made by the user. Dur-
ing the fifth data processing step, the new FUI values are
incorporated into the standardised dataset, which is then pre-
pared for transfer to the EOW database. The results can also
be displayed using the developed graphical user interface
of the EOW system (Fig. 7) and subsequently uploaded to
the EOW database once an authorisation token (password)
has been registered by the user. The requests are transmit-
ted using the multipart/form-data HTTP standard, which re-
duces the number of data required, as one or more data
records are summarised in a single bodyshell. Thus, the Eye-
OnWater Internet of Things (IoT) API allows IoT devices
to upload data to the EyeOnWater platform. As part of the
project, the developers of the EyeOnWater website (MARIS

B.V., the Netherlands) provided support with respect to defin-
ing the programming interface in accordance with the Ope-
nAPI 3 standard (https://www.eyeonwater.org/iot-api/, last
access: 25 September 2024). Finally, these results become
publicly available to all interested users and researchers via
the EyeOnWater website.

5 Evaluation and discussion of the EyeOnWater RPI
system

In the following section, the outcomes of the systematic de-
velopment process for the project are summarised and dis-
cussed based on specific test cases. Test case 1 focused on
implementing the WACODI code within the system to verify
and evaluate the fundamental functionality of the software.
Test case 2 involved comparing various available Raspberry
Pi camera modules to assess the system configuration and the
behaviour during operation under natural illumination condi-
tions. These initial test cases represent interim steps along the
development process. For the final implementation, test case
3 encompassed the complete range of functions, including
the implementation of illumination correction with a refer-
ence grey card. Finally, test case 4 involved a practical us-
ability study to validate the EOW–RPI sensor system in the
field.
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5.1 Verification of basic software functionalities – test
case 1

As part of the development process, initially only the imple-
mentation of the WACODI code in the system was examined
to verify and evaluate the fundamental functionality of the
software, irrespective and independent of a specific camera
module hardware. To verify the fundamental functionality
of the system, specifically the calculation of the Forel–Ule
index from image data and the implementation of sky cor-
rection methods within the WACODI algorithm, a set of 21
synthetic FUI colour chart images, each with a resolution of
32× 32 pixels, was utilised. The corresponding RGB values
of such a synthetic FUI image file can be created and re-
produced using any image editing software based on the ex-
isting RGB–FUI correlation table (Wernand et al., 2013b),
making them completely independent of the connected cam-
era hardware or environmental illumination conditions. As
these synthetic images do not depict inhomogeneous illumi-
nation conditions, the computation of white-balance correc-
tion with the grey card was deactivated for this test. For the
verification, different variants of the sky correction parame-
ters, including ICM calculations (Bradford or linear scaling)
and chromaticity coordinate correction parameters (cloudy
or sunny conditions) were tested. These parameters, inte-
grated into the fourth processing level (see Sect. 4.3) of the
original WACODI code, result in four possible parameter sets
for FUI calculation. Additionally, a fifth parameter result set
(without correction) was determined, whereby all correction
methods were deactivated. The results are presented in Ta-
ble 1 and show the differences from the target FUI values
along with the corresponding variance and standard devia-
tion for each case. Ideally, the calculated differences should
be as close to zero as possible. The findings indicate that the
largest deviations from the target values occurred in the ab-
sence of any correction procedures. Methods employing ICM
Bradford scaling and generic correction vectors for sunny or
overcast conditions also exhibit higher deviations, particu-
larly between FUI values of 9 and 12. In comparison, the use
of linear scaling for the illumination correction matrix (ICM)
and the application of correction vectors for sunny or over-
cast chromaticity coordinates reveal the smallest deviations
from the target values. For any combination of the tested pa-
rameters, the FUI values of 9 and 20 remain outside of the
desired tolerance range of±2 FUI. As previously mentioned,
these results represent interim steps in the development path.

5.2 Verification of the camera hardware and long-term
effects under inhomogeneous illumination – test
case 2

Once the basic software functionalities had been verified, the
camera hardware was implemented during system integra-
tion. Test case 2 was conducted to compare various avail-
able Raspberry Pi camera modules for the system configu-

ration and to observe the behaviour during operation over
the course of the day under natural illumination conditions,
without additional correction techniques by means of the ref-
erence grey card. For this purpose, both the Raspberry Pi
HQ camera (12.3 MP, sensor type Sony IMX477) includ-
ing a C-mount 16 mm telephoto lens for the HQ camera
(PT3611614M10MP, CGL Electronic) and the Raspberry Pi
V2 camera (8 MP, Sony IMX219 PQ CMOS image sensor in
a fixed-focus module) were chosen. These cameras are com-
patible with all Raspberry Pi models and are widely used
by the maker and scientific communities. Each of the two
cameras was connected to a Raspberry Pi and used in paral-
lel for image acquisition at the maximum resolution with-
out an automatic white balance. Systematic investigations
were carried out in a field test on 28 November 2021, local
time in Germany, by means of comparative measurements
under varying ambient illumination conditions through the
use of Forel–Ule reference colour charts (FUI 4, FUI 11, and
FUI 18). These colour charts, compiled within the Forel–Ule
colour book (Kopelman, 2018) and produced from the ex-
isting RGB–FUI correlation table, represent the Forel–Ule
colours as closely as possible. The two cameras were po-
sitioned with a field of view directed towards the reference
colour charts with a tilt angle of 30° in a north-east orien-
tation under sunny conditions. The data collection encom-
passed the time span from sunrise to sunset, thus yielding
approximately 500 images during the 9 h observation period.
Figure 9 depicts the temporal progression on the x axis and
the calculated FUI on the y axis. The two subplots present the
results for the reference targets with regard to FUI 4, FUI 11,
and FUI 18. A distinction is drawn between the V2 camera
(panel a) and the HQ camera (panel b). To determine the be-
haviour of the cameras in operation under natural illumina-
tion conditions, the relative results from both time series are
compared in the following.

The evaluation of image data from both camera models re-
vealed that relative changes in the FUI occur throughout the
day, largely due to variations in ambient illumination. No-
tably, fluctuations in FUI values are more pronounced for the
V2 camera, especially for FUI 11 (up to 4 units) and FUI 18
(up to 8 units), while the HQ camera exhibits comparatively
less fluctuation. A significant downward drift in all FUI val-
ues occurs around 16:30 LT as dusk approaches, indicating
insufficient ambient illumination for effective image acqui-
sition. This trend is particularly evident for the blue colour
value (FUI 4), which otherwise exhibits minimal fluctuation.
Finally, it was decided to use the HQ camera as the sensor
for the RPI sensor system, and additional measurements re-
garding absolute measurement values were then conducted.

5.3 Verification of white-balance adaption under varying
illumination conditions – test case 3

For the final implementation, test case 3 represents the full
range of functions, including the applied illumination cor-
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Table 1. Calculated FUI results for different standard colour correction methods (ICM; Bradford or linear) and correction vectors (sunny
or overcast) for various (x, y) chromaticity coordinates implemented in the WACODI code at processing level 4. Values within the desired
tolerance range of ±2 FUI are highlighted in bold.

FU image RPI WACODI RPI WACODI, RPI WACODI, RPI WACODI, RPI WACODI,
colour without Bradford scaling, Bradford scaling, linear scaling, linear scaling,
target correction overcast sunny overcast sunny

1 2 1 2 1 1
2 1 0 1 0 1
3 1 0 1 0 1
4 0 −1 0 −1 0
5 0 0 0 0 0
6 −1 −2 −1 −2 −1
7 −2 −2 0 −2 0
8 −2 −1 0 −1 0
9 0 4 3 3 3
10 0 3 3 2 2
11 −1 3 2 2 2
12 −2 2 1 1 0
13 −4 1 1 1 0
14 −4 1 0 1 0
15 −4 0 0 0 −1
16 −6 0 −1 −1 −1
17 −5 0 −1 0 −1
18 −6 −1 −2 −2 −2
19 −5 −1 −2 −2 −2
20 −5 −3 −3 −3 −3
21 −4 −2 −2 −2 −2

Variance 6.29 3.29 2.69 2.59 2.23
Standard deviation 2.51 1.81 1.64 1.61 1.49

rection with the reference grey card. For the verification of
the white-balance correction function, which is implemented
in the second processing level, a reproducible laboratory ex-
periment was carried out in which a ring light source with
adjustable colour temperatures was used to vary ambient il-
lumination conditions. The Raspberry Pi EOW camera and
its bracket with the reference grey card were positioned cen-
trally relative to the light source, such that the grey card ap-
pears in the lower portion of each captured image (Fig. 10).
Images were acquired under different colour temperatures at
3200, 3900, 4600, and 5300 K for each of the 21 FUI refer-
ence colour values from the Forel–Ule colour book. The FUI
of the resulting 84 image variations was evaluated for the
white-balance colour correction with the grey-card reference
values. Figure 11 presents the results of the laboratory exper-
iment for each set of the four ambient light temperatures.

For the purpose of this study, the results can be sum-
marised as follows: the measurement data of 39 analysed
images correlate with the assigned reference FUI value. A
further 18 values deviate by 1 FUI, and 16 values deviate by
2 FUI, which means they are within the tolerable deviation
range of ±2 FUI. For measurements of FUI 9, 10, and 11,
a total of 11 measured values reveal greater deviations. By
comparing identical colour value charts, only slight devia-

tions are observed amongst the four differing light temper-
atures. Some exceptions were found for FUI 2 at 3200 K,
FUI 6 at 3200 K, and FUI 21 at 5300 K, whereby identical
FUI values differ from their counterparts at different colour
temperatures. The FUI measurement series also reveals a sys-
tematic deviation from the known target value in the range
between 6 and 14. The identification of FUI 9–12 proves in-
sufficient, as they exceed the acceptable tolerance interval by
1 FUI unit. Apart from these exceptions, the FUI values de-
termined for a particular colour value can be regarded as ho-
mogeneous under varying illumination conditions.

5.4 Validation of practical handling in the field – test
case 4

The validation of the practical handling of the EOW–RPI
sensor system was carried out using a field test in Ger-
many on 8 May 2023 that took place near the port of Wil-
helmshaven (53.515705° N, 8.143474° E) in a north-west
orientation under slightly cloudy conditions. The water in
this area is characterised by a deep, dark-brown hue, with
an estimated FUI of approximately 20–21. As illustrated in
Fig. 12, the commissioning process and on-site operation of
the EOW system were straightforward and could be carried
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Figure 9. Evaluation of two Raspberry Pi camera systems (V2 cam-
era, a; HQ camera, b) using a time series of reference colour charts
obtained under natural ambient illumination conditions.

Figure 10. The laboratory set-up used to determine the white-
balance correction as a function of the ambient light temperature.

Figure 11. Results of the measured Forel–Ule index (FUI) values
in the laboratory test at different ambient light temperatures. On the
ordinate, the measured FUI values are plotted against the reference
FUI on the abscissa; the bisector shows the reference value.

out with minimal technical effort. The ease of deployment
highlights the system’s suitability for field use, even by non-
expert users. For the observation period, the system software
was configured to sequentially capture three images during
each 10 min measurement interval. The resulting data were
subsequently analysed on a computer using the EOW data
processing software. To compare these measurements, a cal-
ibrated hyperspectral radiometric reference system was oper-
ated simultaneously. This set-up recorded downwelling irra-
diance using a RAMSES SAM–ACC–VIS sensor, alongside
sky-leaving radiance and upwelling radiance, both measured
with RAMSES SAM–ARC–VIS sensors (Trios) with a tilt
angle of approximately 40°. Radiometric measurements were
analysed using MATLAB and the Forel–Ule–MERIS algo-
rithm (Wernand et al., 2013a), which first calculates remote-
sensing reflectance and subsequently determines the hue an-
gle (αw) and the FUI. The radiometric measurement results
can be regarded as true reference values, yielding a hue angle
of 23.1° and an FUI of 21 for all samples collected during
the observation period. Figure 13 presents the results from
the field test using the EOW–RPI sensor system as a time se-
ries of hue angle measurements. The data reveal that the hue
angles range from 11.5° to a maximum of 23.1°. Accord-
ing to the FUI–aw correlation table (Novoa et al., 2013), any
hue angle below 24.418° corresponds to an FUI of 21. This
threshold is delineated in the figure by a dashed dividing line
and is indicated on the right-hand side by arrows represent-
ing the FUI assignments. The analysis of the EOW system
measurements for this field application consistently yields
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Figure 12. System set-up for a practical handling study assessing
the field deployment of the EOW–RPI sensor system integrated with
a hyperspectral radiometric measurement system.

an FUI of 21 across all measurement points. This finding
is consistent with both the human perception of dark-brown
water and the corresponding radiometric measurement data,
thereby supporting its plausibility.

5.5 Evaluation discussion

In summary, the results of test case 1 indicate that the chro-
matic adaptation method combining linear scaling and the
sunny option yields the lowest deviations in the FUI within
our implementation of the illumination correction matrix for
the WACODI code. Furthermore, it was confirmed that the
fundamental functions for FUI calculation across all process-
ing levels have been successfully implemented in our system
and that these functions lead to plausible and comprehen-
sible results. Test case 2, which examined the absolute FUI
units determined from images obtained by both camera mod-

Figure 13. Field test results presented as a time series of observed
hue angles indicate that angles below 24.418° are associated with
FUI 21, as delineated by a dashed dividing line and arrows indicat-
ing FUI assignments.

els, revealed systematic offsets between the expected and
measured values. Any further interpretation of the presented,
purely quantitative results from this test case, which was car-
ried out at an early stage of development of the system and
without active white-balance correction, will be limited. Re-
garding the stability of image data acquisition under varying
illumination conditions, it was found that the results obtained
with the HQ camera are more consistent than those of the V2
camera. The laboratory experiment conducted in test case 3
demonstrated that the influence of ambient illumination can
be reduced by using a reference grey card and via the adap-
tation of the white-balance correction for each individual im-
age. Some FUI measurement series still show systematic de-
viations from the target value, which could not be completely
resolved during system development. The investigations fo-
cussed on verifying the basic functionality and extending the
white-balance calibration at the image data processing level.
Finally, the application study demonstrated that user-friendly
handling is possible in the field. Compared to the radiometric
measurement data, the results of the FUI units of the natural
water colour showed good agreement. In the field environ-
ment, natural environmental factors led to fluctuations in the
observed hue angle. The absolute deviation between the best
and average hue angle should be less than 10° to achieve the
highest quality (Malthus et al., 2020). Relative change of up
to 11.6 units was observed in the field test. Hence, an accu-
racy of ±2 FUI units targeted for the EOW sensor system is
specified as a realistically achievable target value.

At the current stage of development, the WACODI code
and all incorporated correction coefficients, except for the
linear scaling of the illumination correction matrix, have
been implemented without any further adjustments. Thus, for
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further developments in order to overcome the systematic de-
viations obtained in test case 3 of the EyeOnWater RPI sen-
sor system, it would be promising to individually optimise
details of the image data processing with the WACODI code,
in particular the chromatic adaptation and the gamma cor-
rection. This would have to be realised in conjunction with
the applied camera hardware to consider a specific spectral
response of the HQ camera in combination with the camera
lens, which might be the underlying reason for the observed
systematic deviations. For colour adaptation, which is cal-
culated to derive the intrinsic colour vector by applying the
illumination correction matrix, individual values of the cone
response matrix would have to be determined; thus, signifi-
cant changes in the overlapping area of the red–green band
can be taken into account.

Further, the implementation of an individual absolute ra-
diometric calibration coefficient, created for this specific sen-
sor combination for each RGB channel, would facilitate the
conversion of the digital number of pixel values captured by
the camera into engineering units of radiance on an individ-
ual basis. To preserve such a radiometric calibration of the
Raspberry Pi camera, periodic evaluations are required. The
calibration interval is contingent upon the desired radiomet-
ric precision, camera functionality, and operating conditions.
In this context, a comprehensive study on the use and calibra-
tion of the Raspberry Pi 3 V2 camera module was published
by Pagnutti et al. (2017).

6 Conclusions and outlook

With the pursued interdisciplinary approach for the devel-
opment of a new automated optical sensor system to mea-
sure and classify natural water colour based on the Forel–Ule
scale, a system concept of the EyeOnWater RPI was devel-
oped and prototypically implemented based on the handling
concept for the construction and operation for citizen sci-
ence. Within the framework of this project, it was possible to
prepare comprehensive, freely available documentation for
the reproduction of the EyeOnWater RPI. During the discus-
sion of results, it became apparent that some of the measured
FUI values deviated systematically from the target value. To
address these systematic deviations, further adjustments to
the parameters of the WACODI code, particularly the chro-
matic adaptation of the intrinsic colour vector and gamma
correction, should be further investigated. The extensive im-
age datasets in the EOW database can serve as a valuable
training resource for this purpose. For long-term stationary
deployments or mobile applications, additional application-
specific field studies are necessary. In conjunction with this
purpose, migrating the EOW sensor system towards to the
latest Raspberry Pi operating system “Bookworm” would
represent a step forward. Beyond this, optional extensions
with wide-angle optics are also conceivable. A wider field of
view has the potential to complement the sensor system as

part of new remote-sensing operations or structural monitor-
ing applications. Collectively, the data collected by EyeOn-
Water using the Raspberry Pi can help to improve the knowl-
edge base for research in the fields of limnology and oceanol-
ogy. The versatile use of the measuring instruments based on
the Forel–Ule system and the documentation of these data
also help to identify the right areas of focus for a more de-
tailed study of the hydrosphere and ecosystems.

Code and data availability. The project code and hardware
model and the sensor system project documentation are publicly
accessible at https://doi.org/10.5281/zenodo.13828687 (Rüssmeier
and Becker, 2024). All contributions to every aspect of the EyeOn-
Water RPI sensor system are welcome. The sensor data presented
in this paper are available upon request from the corresponding
author. Finally, conducted measurements from the community are
hosted by MARIS B.V., the Netherlands, and made fully accessible
at https://www.eyeonwater.org (MARIS B.V., 2024b).
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