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Abstract. The review presents the fundamental ideas, assumptions and methods of non-invasive density mea-
surements via ultrasound at solid-liquid interface. Since the first investigations in the 1970s there has been
steady progress with regard to both the technological and methodical aspects. In particular, the technology
in electronics has reached such a high level that industrial applications come within reach. In contrast, the

accuracies have increased slowly from 1-2 % to 0.15 % for constant temperatures and to 0.4 % for dynamic
temperature changes. The actual work reviews all methodical aspects, and highlights the lack of clarity in

major parts of the measurement principle: simplifications in the physical basics, signal generation and signal
processing. With respect to process application the accuracy of the temperature measurement and the presence
of temperature gradients have been identified as a major source of uncertainty. In terms of analytics the main
source of uncertainty is the reflection ¢beent, and as a consequence of this, the amplitude accuracy in time

or frequency domain.

1 Introduction The easiest way to determine the real-time density is t(
monitor the ultrasound velocity. According to the Newton—

Laplace equation
The medium density is a key parameter for most known pro-

cesses in chemical, petrochemical, pharmaceutical, food anks = —;,
beverage, biotechnology, water and waste-water industries. p|C|2
The potential to determine online the quantity and quality of the density, of a liquid medium can be determined knowing
the process medium by means of density enables new ophe isentropic (adiabatic) compressibility and the sound

tions of process control and management. There are method&locity ¢,. Unfortunately, the adiabatic compressibility is
based on direct physical relations or based on the determidsually determined from sound velocity and density mea:
nation of parameters that can be correlated to the densitgurements at atmospheric pressure (Kaatze et al., 2008).
for a specific chemical reaction or a characteristic procesd4967 Davis and Gordon (Davis and Gordon, 1967) devel
course. But most established methods, like coriolis mass flowped an exact method to measure the adiabatic compres
or vibrating U-tube, have system-inherent limitations that of- ibility by determining volume and sound velocity changes
ten result in application restrictions in sensor implementa-under varying pressure and temperature. Davis and Gordon
tion (limits in pipe diameter, limited to bypass application, research work was followed by extensive investigations ta
limited to a certain flow range). Based on the specificationsdetermine thermophysical properties offeient materials
of the process, additional limitations might be sensitivity to (Bolotnikov et al., 2005; Daridon et al., 1998a, b; Esperanca
bubbles, particles or fouling. In the case of food processinget al., 2006; Kell, 19757ak et al., 2000). Since all three pa-
hygienic design is a dominant constraint. The actual paperameters — density, sound velocity and compressibility — ar
reviews ultrasound-based techniques as alternative methodsghly temperature dependent, and since the compressibilit
which may be used where standard methods are not applicaneasurement is limited to laborious methods, the applica
ble. tion of sonic velocimetry at constant frequencies is limited to
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density determination of binary systems (Asher, 1987; Vanln contrast, Hale used a transmitter—receiver configuration.
Sint Jan et al., 2008). The velocimetric approach is based offrrom the amplitude changes of received signals, he deter-
temperature and, in some cases, pressure-dependent calibrained the sample density with a bias of less than 2 %.
tion measurements of ficiently pure and well-defined lig- McClements and Fairly (1991, 1992) first paid attention
uids (Rychagov et al., 2002) and results in applications sucho attenuation and temperatur@ezts for their validation tri-
as electrolyte measurements in accumulators or density deals. The developed ultrasonic pulse echo reflectometer con-
termination of pure liquids (Swoboda et al., 1983; Vray et sists of a perspex lier rod and an aluminium reflector plate.
al., 1992; Wang et al., 2011; Kuo, 1971; Marks, 1976; WangThe reflectometer has been immersed in a water bath to sta-
and Nur, 1991). The accuracy of such methods generally debilize the temperature ta 0.1°C. According to Eg. (2) the
pends on the type of liquid and its purity (Rychagov et al., RC, rpurer-sampleOf the interface perspex fier—sample-fluid
2002; Matson et al., 2002; Wang and Nur, 1991). was calculated by the use of reference signals, for which the
Further methods to determine the density via ultrasoundeference medium was air. Assuming total reflectifg
are waveguide and interferometric approaches. The wavegZ,erspex I' * 1) and constant incident pulse amplitudgghe
uide approach generally uses propagation time variations ofatio of the first echo’s amplitudes leads to an attenuation in-
torsional ultrasonic waves in a transmission line immersed independent term;
the sample liquid. Besides torsional waves, the use of flexura
or Rayleigh waves is also possible. Even though waveguide
sensors have been used by several research groups over there Aisampleis the pulse amplitude of the first pulse that
last decades (Kim and Bau, 1989), it is reported (Lynnworth,is reflected from bfier—sample-fluid interface andya is
1994) that the method fiers from viscosity fiects and has the pulse amplitude of the first pulse that is reflected from
to be specifically designed to fulfil certain wavelength as-buffer-air interface of the reference measurement. Knowing
pects. the RCrpurer-sample the specific acoustic impedance of the
The interferometric approaches use tifteets of overlap-  actual sample can be determined. McClements and Fairly
ping waves. While Pope et al. (1992, 1994) used peak FFTachieved remarkable accuracy£0.01x 10°kgm?s™* for
values of the resonance response spectrum over a certain frée impedance determination. A precision of approximately
guency range, Sinha and Kaduchak (Sinha and Kaduchak:0.5ms?' was reported for the speed-of-sound measure-
2001; Kaduchak and Sinha, 2001; Sinha, 1998) used swepents. Using both to calculate densities for a series of
frequency acoustic interferometry (SFAI) based on characsodium chloride solutions, an accuracy:fkg n2 (0.5 %)
teristics of standing-wave patterns. Pope’s method relies ogould be achieved.
calibration measurements, and therefore is limited in the In general, all subsequent investigations are based upon
same way as the velocimetric methods. The method prethe same basic relations, only varying in sensor design,
sented by Sinha and Kaduchak was not developed for highlynethodology adaptions and signal analysis. The review fo-
accurate acoustic measurements. They reported a relative uguses on ultrasound-based density determination Mietu
certainty of 0.5% for sound speed and 5% for the densityrod techniques (BRT). In Sect. 2 the physical fundamentals
measurement. and basic assumptions will be discussed as well as the four
In conclusion to the text above, one can allege that thebasic methods that have been identified. In Sect. 3 relevant
enormous calibrationfiort of most ultrasound-based meth- design considerations will be presented. Finally, in Sect. 4,
ods may be the reason that, in the past decades, several r@l major analytical aspects will be discussed with respect to
search groups have focused on reflectionfietient-based  density accuracy, uncertainties and real process application.
density determination methods viaffer rod systems. The
plane wave propagation across one or more interface is the  physical fundamentals and method classification
basis of biéier rod techniques. The history of single pulses
is described with respect to the excitation amplitude consid-The basis of all BRTs is the determination of the RC, which
ering reflection, transmission and attenuation terms. Calcuin general is based upon the physical description of plane
lating the ratios of feasible pulses results in amplitude-basedvave propagation across an interface (see Fig. 1). Every
representation of the reflection dbeient. Further parame- medium is characterized by certain sound velocjtgiensity
ters like attenuation and density can be calculated based op and sound attenuatian Any loss of energy that appears
the knowledge of the biter material’s properties. while sound wave propagates through homogeneous medium
Sachse (1974) and Hale (1988) first reported on thisis summarized in the attenuation term. As soon as the wave
method and presented validation results. Sachse analysed tlerives at an interface, the wave will be partly transmitted and
amplitudes of pulses, scattered by a fluid-filled inclusion in partly reflected.
an aluminium block to determine the reflection fimgent The relation of transmission and reflection is governed by
(RC), r of the pulse incident on the inclusion. Finally, the the specific acoustic impedangef the medium defined as
measured RC and the known impedance of the matrix mate- w c
rial were used to calculate the density of the inclusion fluid. £ = P = wic—ja’ T 1= jac 0" )

buffer-sample= Alsample/Alair, (2)
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C1, P1, 4 Fio C2 P2, @2 The wave propagation in its basic form is a mechanical osy
cillation and depends on the physical properties of the mata-
A > rial (Saggin and Coupland, 2001; McClements, 1997; Pove
‘Trn and McClements, 1988):
- o~ 2
E g (5) - L )
5 5 w modulus of elasticity
£ E In the case of pressure waves, the appropriate modulus of
_A, ﬂ, elasticity is the longitudinal modulus M, which is equal to
R the sum of bulk modulus K and/8 shear modulus G. For
A Aeltet Newtonian fluids the shear modulus can be neglected and the
modulus of elasticity is assumed to be equal to the bulk modF-

| t“, =11z | E ulus K (= «1; see Eq. 1). If one considers that the wave nums-
1 ! 2

e > < > ber is complex and the attenuation in liquids is not negligible

, . o the acoustic impedance becomes complex, expressed as the

Figure 1. Schema showing the basic principles of sound propaga-comp|ex sum of the resistive (real) paRs, and the reactive
tion across an interface at normal incidence. '

(imaginary) partXy:

P .
wherek is the complex wave number aagdthe angular fre- Za= & Rat Xa, (10)
quency & 2xf). For materials of sfliciently small attenua-  whereP is the acoustic pressure aadhe particle displace-
tion (@ < w/corac/w < 1), Eq. (3) simplifies to ment. Applying a BRT, the attenuation in theftar is gener-

Z=p-c ) ally low and the simplification of Eq. (5) is valid. This may

’ change in the case of a fluid as second phase. For high atterju-
The amount of a wave reflected at a plane interface is oftertion, a complex form of the RC is introduced which includes
characterized by the RC which is the ratio of the reflecteda loss anglef (O'Neil, 1949; Mason et al., 1949; Moore and
(subscript r) to the incident (subscript i) wave. The RC canMcSkimin, 1970):
be expressed in terms of amplitudes A or intensities |. The _;, Z-7;

intensity is proportional to the square of amplitude, which e = Zo+2; (11)
leads to the following expressions for a wave that passes froneading to a complex acoustic impedance for the sample
medium 1 (subscript 1) to medium 2 (subscript 2): fluid:
o im
A L7 7 — R+ iX :Zl—r —j2rsing 12
rA_E_Zz+Zl’ (5) 2 =R+ X2 2 2rcos) (12)

The resistive (real) part then becomes

2
|r 22—212 R :Z—(l_r) 13
:E:(zz+zl) ’ (6) 2”2 - 2rcos’ (13)

and can be approximated as

I

In the same way the transmission fiagentt is given as 1ot

2
the ratio of transmitted wave (subscript t) to incident wave: R, ~Z; 1 _ (1f9 )2} _ 211+ r., 0(6?). (14)
=TI -r =r
th=1—rp= A - 22, . 7) Typically the acoustic impedance of liquids is less than
A L+ 0.1 (1+ j) of the bufer impedance, and therefore the loss an-

If one thinks in terms of bfier rod techniques (BRTS), gle was found not to exceed BMason et al., 1949). The loss
medium 1 might be the ifter rod and medium 2 the sam- angle dependent remainder can be neglected and the approx-
ple liquid. Measuring at constant temperatures, the materialmation can be used to specify the resistive component of th
properties ¢ andp) of the bufer remains constant, and any liquid's acoustic impedance for mostfber-liquid interfaces.
change in the RC is clearly related to a change of the specific The bufer rod techniques published so faffdr mainly in
acoustic impedance of the sample liquid. This means accordthe way that the RC is determined, but not in the calculatior,
ing to Egs. (4)—(6), the density of the sample liquiccan be  Of the density. Consequently, the accuracy of all BRT-density
determined via the reflection cieient if the temperature- Measurements basically depends on both the accuracy of the

dependent properties of thefBer rod bl’ Cl) and the sound RC and the sound Velocity measurement. Based Upon the ap-
velocity of the sample liquidcg) are known: plied RC determination method the BRTs can be classified

into multiple reflection methods (MRM), reference reflection
_p1C (L+1a) _ prcy (1417 ®) methods (RRM), transmission methods (TM) and angular re
p2= c (I-ra) © (1-r?) flection methods (ARM).

D
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2.1 Multiple reflection method (MRM) Fo1r K1, p1, 01 M2 K2, P2, 02

The MRM (also known as the ABC method) was first de-
vised by Papadakis (1968). He determined the ultrasonic at-
tenuation in a sample and the RC at thdfbri-sample in-
terface over a frequency range of 27-45MHz. In 1972 Pa-
padakis et al. (1973), together with Fowler and Lynnworth,
presented further results in the range 0-15MHz and in-
troduced a diraction correction. Based upon the work of

Mason and Moore and McSkimin, Sachse (1974) applied Ars —

the same method to determine the density in a range up §

to 10 MHz. Adamowski et al. (1998, 1995), Higuti and § medium 1 medium 2
Adamowski (2002a) and Bjgrndal et al. (2008) used identical c | , ,
principles, but enhanced some methodical aspects to over- 5 h i 2 i

come several error influences.

The core idea of the MRM is the use of pulse ratios. If the Figure 2. Schematic showing the basic principles and relevant
correct pulses are related to each other, the unwanted atteulises for the MRM: bifer, medium 1; sample, medium 2; reflector,
uation, reflection and transmission terms can be neglectednedium 3.
leaving a term that is only dependent on the RC of interest.

Principally the remaining term is even independent of the ini- 5o nqg source is a valid simplification. Every additional term
tially generated pulse amplitude. In general, a probe designys the interface 0—1 (e.9A7 = Aotortio)) would be added to

as shown in Fig. 2 is used for the MRM, in which medium 1 g4ch of the pulses (Egs. 15, 16 and 17) and therefore also
resembles the Itter (subscript 1); medium 2, the sample lig- disappear in the ratios of (18).

uid (subscript 2); and medium 3, the reflector (subscript 3) Dividing now one ratio by the other, one reaches an

— all of them characterized by a certaino anda. The re-  gyenyation-independent equation, and the amplitédea,
flection or transmission cdigcients of the dierent interfaces andAs can be used to calculate the RC of interface 2

are indicated in terms of propagation direction and involved

mediums; for example, o= X x= Arlerl. (19)
RC for propagation from medium 1 to medium 2: x-1 Aenn
Zo—-74 The resulting equation is now independent of the atten-
M2=Z 7 uation in medium 2. Papadakis (1968) first investigated a
glass bitfer rod on a fused-silica sample. Later, in Papadakis
transmission cd@cient for propagation from medium 2 et al. (1973), a water liter combined with a nickel sam-
. 27, ple was investigated; a RC of; = 0.9435+ 0.0045 was cal-
tomedium 1 4, = Z1+2Z5 culated, which was in good agreement with the theoreti-

cal value of 0.945. Furthermore, he introduced the so-called
AAB method, which is more or less the first mention of the
RRM, and may be used if attenuation in medium 2 is too high

Using the principles of plane wave propagation at normal
incidence, one obtains the following 81, Ae11 andAgo1:

Arp = Ar-r1z-exp(d1ay), (15)  and amplitude A3 is very low. Further details about the RRM
will follow in the next section.

Ac11= Ar-trol23to1 - €Xp(A1a1) - exp(A2a2), (16) Instead of the normal Iter—reflector configuration,
Adamowski et al. (1995, 1998) used a double-element trans-

Aco1= Ar-tiol 5ol a1to1 - €xp(Ayerr) - €Xp(42as). (17)  ducer (DET) including the kier, a sample liquid (medium 2)

The subscript r defines the captured pulse dfebueflection ~ @nd @ high-acoustic-impedance reflector (medium 3: stain-
(BR) and the subscript e as an echo pulse. Furthermore iffSS Stéel). The DET has a piezoceramic emitter and a
Aq andAgy, subscripk defines the pulse order (1st BRy; Iarge-aperture recelv_er (PVDF membrane) separated by a
2nd BR,A,; etc.) and subscripitthe echo order (e.g. pulses Slid bufer rod (medium 1: PMMA) of lengthy. Another

of 1st echo,Aey; pulses of 2nd echdde). For the ratios  Puffer rod (medium 1: PMMA) of length, is placed be-
Av1/Ae11 andAe11/Acp1 ONE obtains tween receiver and sample medium. The great advantage

of Adamowski’'s approach is the employment of the large-

ﬂ — M2 : Ae;ll - ; (18)  aperture receiver in the DET. The large aperture minimizes
Ae11  tiolaator-€Xp(d2a2)” Aezr  Taarar-exp(daaz) the uncertainties if diraction efects and the transmitted

The terms of attenuation in medium 1 and the initial trans-pulse At can be gathered for every single excitation. That

mitted amplitudeAr are cancelled out. Additionally, it be- enables calibrations due to varying excitation amplitudes as

comes clear that disregarding the first interface at the couplethey may occur during long-term operations. Nevertheless
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-

applying the MRM, the use oA\t is not necessary. In for the validation. Even though a clear separation betwee
Adamowski et al. (1995) a comparison of MRM and RRM is the results of the dierent sample liquids is possible, the re-
presented, and for MRM a bias of 10 kg#is reported. The  sults still show varying bias and standard deviation for vary-
main limitation of Adamowski’'s DET is the PVDF’s limited ing temperatures. It was stated that sound velocity inaccy
temperature range of application. At temperatures above 60racies generated an error of approximately 1% and that g
70°C the piezoelectric PVDF slowly loses its imposed polar- density error of 0.4 % should be reachable.
ized structure. A successful application of high-temperature
piezoelectric materials (PEM) in a DET has not been re-2 2 Reference reflection method (RRM)
ported so far. ] ) .
Bjerndal et al. (2008) used the MRM to verify a newly de- A first version of the RRM was presented by Papadakis et al.
veloped TM, which will be discussed later. They investigated (1973). As with all RRM the core idea is the use of plane
liquids with a wide range of shear viscosities at a temperaturéVave propagation principles at normal incidence in coms
of 27.44+0.04°C. It was reported that the systematic devi- Pination with a reference medium. For the so-called AAB
ation from reference values of a calibrated pycnometer wagnethod, Papadakis uses the 1sfiéureflection of a refer-
smaller for the MRM than for the TM, and reached an error €nc€ medium A’and the same 1stieu reflection of the sam-
of +0.15 %. ple medium A to calculate the RC. The pulse amplitude B is
A special version of the MRM is the approach of Deven- Only used to calculate the attenuation. A similar approach
ter and Delsing (1997). Although this method does not fol- Was used later by Adamowski et al. (1998), McClements and
low the typical ABC approach of Papadakis, it is classified Fairly (1991), Saggin and Coupland (2001) and Kulmyrzaey
as MRM since some specific reflections are used to calculat§t al. (2000). _
the RC without additional calibration measurements. Delsing Similar to the MRM approach of Deventer and Delsing
and Deventer used a doubleftar of two diferent materials. ~ (1997), the RC determination via RRM does not rely on the
Keeping the terminology of Fig. 2, medium 2 is now the sec- Presence of a reflector. Of course, calculating the final den
ond bufer and medium 3 is the sample liquid. Eliminating Sity via Eq. (8) still requires the sound velocity of the sample

Ar in Eq. (17) with the use of Eq. (16) one achievesrar medium, and therefore needs either transmission or pulse-
echo measurements through the liquid, but the schematic rep-

Mg = AerrT12 , (20)  resentation of the basic principles to determine the RC can
A tiotor - €xp(22a2) be simplified to medium 1 and 2 (see Fig. 3). For moderate

and forps attenuation and thickness of medium 1, one can obtain the

amplitudes of the multiple Wter reflection as follows:
Zo AA1Z1Z,exp(2lra2) — Acri(Z? - Z5) P P H

P8 S aPaZizoexp(2par) + Acl(Z?-22) @D A= AT'rliz ' eﬁ(p(zlal); Az = ArTioT], - exp(41aa);
= . _l. .
Since the properties of medium 1 and 2 are known, the/ Yk = AT T10 T2z €XP(Khas). (22)
unknown parameters that have to be measuredtarle1 The RRM based on one pulse, as applied in McClements

andA;. So basically no echo pulse from a reflector is nec-and Fairly (1991), Papadakis et al. (1973), Pittmer and
essary to calculate the RC, which is a great advantage in thelauptmann (1998), Puttmer et al. (1998, 2000) and Sag
case of highly absorptive liquids. The disadvantage is that nogin and Coupland (2001), uses the ratio of any detectabl
only is the exact knowledge of temperature-dependent denbuffer reflection of a sample medium and the corresponding
sity and sound velocity of one medium required, but that of buffer reflection of a reference medium, efg.(sample) and
two mediums. Additionally, the attenuation in medium 2 has A (reference):
to be known to calculate the RC. And the sound velocity of A, (sample)  Ar-rix(sample) exp(d1a:)
the sample I|qU|d_|s .st|II necessary to calculate the density. An(reference)  Ar-ris(reference)exp(diai)’
Therefore transmission or pulse-echo measurements through
the liquid are still a requirement to determine the density.
Deventer and Delsing (1997) used 32-times-averaged dig

(1]

(23)

Assuming a constant excitation pulde and a similar at-
tenuatione; for sample and reference signal one obtains

itized signals in order to determine the densities of water Ar(sample)

o I f e)A(i 24
at 2, 20 and 40C. The measured densities have been com-rlZ(Samp €)= riz(referenc 1(reference) (24)
pared with tabulated data, and a mean bias of 1kgwas The RRM based on two pulses as applied in Adamowsk

reported. In fact, the presented graph shows standard devigg 5. (1998) uses the ratio of any detectablffdnreflection

tions from+5kg _"TS at 40°C up to+10kgnt® at2°C,and g its following reflection, e.gdr andAy or Ay andAy:
it was not mentioned as to how many densities have been
Ar(sample)Ar(sample)  rio(reference)

averaged to reach the reported results. In Deventer and Dels- = ’
ing (2001a) the densities of glycerin, water and alcohol were/vi(reference)A(reference)  rix(sample)

determined in a temperature range from 0 t6@0A mean Since successive ratio fiar pulses are used, the excitation
of 100 measurements and tabulated reference data was uspdiseAr does not have to be assumed constant anymore. But

(25)
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Fr1 Ky, p1, 01 M2 K2, P2, U2 can be used to obtain the RC via RRM. Describing the am-

o)
&

>

>

medium 2

5
S

5
S

B
S

1000

Amplitude

Ay

(b)

Figure 3. Basic principles and relevant pulses of the RR(d)
schematic of multiple bier reflections(b) multiple buter reflec-

o

In(amplitude) —

a‘k+b

k —

plitude decay logarithmically:

InAnc = [IN(r10)+IN(r12) - 2l1] - K+ [INAr = In(r10)]
=a-k+h, (28)

and calculating the ratio exafsample)jexpla(reference)],
one obtains the RC under the assumption of similar attenua-
tion a; and a similar RQ 1 for reference and sample signals:

rio(samplel=r 12(reference)e[asamp“-’a*efe'encg. (29)

McClements and Fairly (1991, 1992) applied the one-
pulse RRM with air as the reference medium. They used
a 2.1 MHz transducer of 10 mm diameter driven by a tone
burst of 5-10 cycles. Distilled water, castor oil, olive oil,
n-hexadecane and silicone fluid have been investigated at a
constant temperature of 20@. For a vibrating U-tube as the
reference measurement (DMA 40, Anton Paar) an error of
0.5 % is reported, which corresponds to a biag®kg nr3.

Kushibiki et al. (1995) applied a one-pulse RRM to in-
vestigate the acoustic properties of biological tissue and lig-
uid specimen. Instead of air, water was used as the ref-
erence medium. Kushibiki et al. used a transmission line
to measure velocity dispersion and attenuation. Basically
the methodological assembly is comparable to Bjgrndal's
MRM approach. It was not mentioned why an RRM in-
stead of an MRM was applied. Several broadband transduc-
ers (1.5 mm diameter) in combination withfigrent gap dis-
tances have been used to cover the frequency range from
70 to 500 MHz. Diterent oils have been investigated and a
maximum bias of 8 kg ¥ is reported. The temperature was
reasonably constant around 3, and the density validation
values have been gathered via pycnometer. The investiga-
tions of Kushibiki et al. particularly show the feasibility of
the method to investigate properties of very thin specimen.

Adamowski et al. (1998) applied the two-pulse RRM. Due
to the special DET design it was possible to monitor the in-
cident pulse. An unfocused 1.6 MHz broadband transducer

tion pulses in the time domain and logarithmic decay of pulse am-was used, driven by a sinusoidal burst of one cycle. Dis-

plitudes.

still a similar attenuatiom; and a similar RG 19 have to be

tilled water, castor oil and ethanol have been investigated
in a temperature range from 19 to 40. The presented re-
sults have been calculated at a frequency of 1.4 MHz, and a
bias of +10 kg nT? for reference values from the literature

assumed if sample and reference measurement are comparegis reported. Furthermore, the apparatus was tested under

ri2(sample¥rio(reference}

_Qu(reference)Ar(reference)
Ar1(sample)A(sample)

varying flow conditions and a stable, negative bias-8f
to —6kgnT3 compared to pycnometer reference measure-
ment was reported. In Adamowski et al. (1995) similar equip-

Since successive ratio fiar pulses are used, the excitation ment was used and results (average of 15 measurements) of
pulseAr does not have to be assumed constant anymore. BURRM and MRM have been compared for constant tempera-

still a similar attenuatiomr; and a similar RG 1o have to be

tures (25 0.5°C). In the limited temperature range a bias of

assumed if sample and reference measurement are compared:2 5 kg m? could be reached.

riz(sample)= rix(reference)

_An(reference)A(reference)
Aq(sample)Az(sample)

Bamberger and Greenwood (2004a, b) and Greenwood
and Bamberger (2004) applied the multiple-pulse RRM and
used a 5MHz transducer of 25 mm diameter. They investi-

And finally, as applied by Bamberger and Greenwoodgated sodium compound solutions, kaolin slurries and sugar-

(20044, b), the ratio of decays of multiplefter reflections

J. Sens. Sens. Syst., 2, 103-125, 2013
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Table 1. Expectable reflection cdigcient diference for a defined density and sound velocity randeeréint bifer materials and dierent
angles of incidence.

Start value of sample mediurh End value of sample medium Longitudinal RC difference
Material P c o c angular angular normal
[kgm3] [ms™] [kg m~3] [ms™] incidence (4% incidence (2% incidence
PMMA \ | 0.0095 0.0111 0.0120
quartz glass \ | 0.0026 0.0037 0.0044
— 1.055 1510 1.010 1535
aluminium \ \ 0.0031 0.0038 0.0042
stainless steel \ | 0.0013 0.0016 0.0018

given, and in terms of validation this does not matter since tion of similar attenuatior; and RCrqq is only valid if
reference densities have been determined by weighting a  a similar temperature distribution across théféucan
known quantity. It would matter, however, if someone wants be guaranteed for reference and sample measurement.
to consider applicational aspects, e.g. dynamic temperature
changes. A bias 0£10kgnt2 is reported for the sodium B
compound solutions and25kgnt? for the kaolin slur-
ries. In Greenwood and Bamberger (2004) only the error
for the acoustic impedance is given, which ranges from
1.8% to—1.9 % for a 6.3 mm pipe wall and from0.9 % to
8.7 % for a 3.8 mm pipe wall. The acoustic velocities have
been measured by an independent system. Both the accu-
racy and the velocity values are not presented. In fact BamBesides the MRM, dual and multiple pulse RRM which are
berger and Greenwood presented a validation of the acoustindependent of the excitation amplitude, several alternativ
impedance and not the density. And since the velocity val-strategies have been developed to overcome the problem pf
ues are missing, an estimation of the density accuracy fronvarying excitation amplitudes. In Lynnworth and Pederser]
the impedance validation data is not possible. There are tw§1972), Rychagov et al. (2002) and Jensen (1981) and Deven-
quite astonishing facts that are not cleared up in the publicater (2004) a reference path approach is applied to monitor the
tion. Table 1 in Greenwood and Bamberger (2004) indicatesxcitation variations. The part of the signal that is reflected
that only a few certain echo amplitudes are used to analysérom a reference interface of constant properties can be used
the amplitude slope, but it is not stated why not all echoesto standardize the received signal and negate excitation vaii-
or why exactly the presented echoes have been chosen. Fuations. Another option is the combination of reference ang
thermore, it is stated that the echo slope is a self-calibratingsample measurement as proposed by Greenwood et al. (1999,
feature to overcome the influence of variations in the excita-2000) and Guilbert and Sanderson (1996). In this way the
tion voltages. But to prove the stability only the pulse width same pulse excitation can be sent to reference and sample
has been changed, although the published information indimeasurement transducer. Comparable temperature distribu-
cates that the pulser voltage can be varied. tion in both bufers can be assumed as well. But using two
In summary, the following facts can be stated: different transducers probably generates other systematic er-
) _ rors due to misalignment or fiiéring transducer properties.
— Using the RRM to determine the RC, onlyffer re- A gpecial case of this method is presented by Pittmer and
flections are necessary. However, to calculate the de”Hauptmann (1998) and Puittmer et al. (1998, 2000), who used
e

The one-pulse RRM is most susceptible to errors. The
assumption of constant excitation pulses is not always
valid, and has a great impact on the accuracy of the
method. The excitation pulse is practically never exactly
the same, and considering ageing of piezoelectric mate
rials, the practical application would need periodic cali-
brations.

1172

sity of the sample, the sound velocity in the medium is 5y 5qditional delay line that is connected to the reverse sid

still necessary. Thus, aside from the angular approachy yhe niezoceramic to determine signals from a referenc
(ARM), at least one echo from a reflector or some addi-

tional transmission measurements are required to dete
mine the density.

interface. In this way a similar excitation pulse can be guar
Tanteed for reference and sample measurement by using ohe
transducer only. However, the advantage of similar temper+
ature distributions is lost. A clear separation of each pulse
is obtained by choosing aftiérent length for the reference
buffer and correcting the resultingffirence by a calibration
factor. In Fisher et al. (1995) a doubleffer similar to De-
— The RRM is based on two separate measurements — ofenters MRM was used. However, instead of using the echp
the sample and of the reference medium. The assumpef the first bufer to calculate the RC directly, the additional

— The RC of the used reference mediug(reference) ei-
ther has to be known or, like in the case of air, can as-
sumed to be equal to 1.
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reference echo was used to compensfitets such as ageing fo  KOPLO  rp  KnPn02  rn K PnOs R
or depolarization of the piezoceramic. A2 As

= D —— ) 3
3 An % %
2.3 Transmission methods (TM) 8 P — g
f Actilf- - . > a
. . [ = ~ Q
The TM contains all methods that use sender and receivers - E
- g

separately in a parallel assembly to determine the RC. Gen-§ A
erally the TM can be classified into two approaches: the first medium 1 — medium 3
approach is based on the work of Hale (1988), who uses only : 3 L L ; Is k
receiver signals (TMOR); the second approach as presentea ) a ) !

by Bjgrndal et al. (2008) uses the signals of both transducersigure 4. Schema showing the basic principles and relevant pulses
(TMSR). for the TM and giving the terminology for Hale’s, Henning’s and

Even though Hale’s approach is not a trué¢feurod tech-  Bjgrndal’s approach.

nigue, it is worth mentioning since it is the basis for further
developments. Hale used a transmitter—receiver configura- . o o
tion Wifhout any additional delay line. The used configl?ra- calibrated for two liquids of known acoustic impedance to

tion and terminology is given in Fig. 4, for which in Hale’s determineZ,. But in the case of Henning's setud; Is

approach medium 1 is the sender and medium 3 is the re.iny the apparent transducer mpedgnce. Indeed, this fictive
ceiver. impedance describes the combined impedance of glass wall

Hale assumed that the attenuation does not change signif"}nd transducer as a result Of. the sound propagation through
icantly for fluids of quite similar composition (like tap water the glass wall of half-wave thickness. Furthermore the basic

and salty water) and that the sender impedance equals th-lt-awIOR approach was expanded for the amplitége

receiver impedanceZ( = Z3). Therefore, it was possibleto Ay (z,-27,
state that any change in acoustic impedance of the sampl% = (—Zl +7Z,

liquid Z, is directly proportional to the measured change of

2
) exp2asly). (33)

amplitudeAy;: Still the qttenuation is neglected in order. to calculate the
) transducer impedance. But now two equations can be used

AL = (Z1+25) (30) to calibrate the transducer impedance. Using both Egs. (32)
47,7, and (33) a mismatch between the transducer impedances was

Considering calibration measurement for two liquids (in- féPorted. In the end both impedances have been used to de-
dices c1 and c2) of known acoustic impedanZgsandZ,,  t€rmine the acoustic impedance of the sample liquid. Even

and constant excitation amplitudg, one reaches though the glass tube wall is of half-wave thickness, itis quite
) ) clear from theory that the amplituddg andAg as described
(Z1+ Zc) . (Z1+Z2) Avco. (31) by the equations are not equal to the amplitudes received by

dexplaciln)ZiZa’  dexplacall)ZiZe the transducer. From the physical point of view the received
Under the assumption of similar internal losses & acy) pulses are also influenced by the wall material and contain
the attenuation term can be neglected, and the impedance also information from superpositioned reflections inside the

can be calculated: tube wall. Nevertheless, in Henning et al. (2000) both the
basic and the expanded TMOR have been compared for sev-
7. = Zon —kKZeo \/(_ Ze1— kzcg)2 B 231— ngz (32) eral_ liquids us_ing an aerometer me_asurement as reference.
1771k 1-k 1-k While the basic TMOR showed a bias of 3 td0kgnt3,
the expanded TMOR resulted in a bias-df6 to 10 kg m?.
where Furthermore, it was reported that the absolute error increases
_explacilz)ZeiAuer to a few percent in the case of increasing sound absorption
o explacla)ZePacr” corresponding to the liquid properties offdse scattering at

. - articles.
0,
;I‘he delnsny rﬁ.sﬂtﬁ shogved Igsts thqn 2d/o.var|a_t|(r)]? from théj Additionally to the signals of the receiver (transducer B),
rue vajues which have been determined via weight i easurijrarndal et al. (2008) employs pulses received by trans-

ments of known volumes. McGregor (1989) discussed SeVyucer A. Comparable with the MRM, one achieves an equa-

eral possible methods to measure the density by using thﬁon that cancels the influence of the attenuation, the trans-

same probe arrangement I'ke. HaIe._He stated that a CONtINYY \cer and the electronics sensitivity. Bjgrndal employs two
ous wave system, with and without interference, would pro- ulses of transducer A and two pulses of transducer B
vide the most accurate means of determining the velocity an R_echol12_12 method, terminology given in Fig. 4):

the characteristic impedance of the fluid under test.
Henning et al. (2000) mounted the transducers on a glass Ac11An 05
tube wall of half-wave thickness. Furthermore, the setup was 12 = * 1- ArAo :

(34)
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It is reported that the systematic deviation from reference F A
values was slightly higher for the TMSR compared with
MRM, and it is stated that using information of both trans-
ducers, non-identical sound fields and a misalignment in the D B
transducer configuration might be the reason for the higher
deviation. In Bjgrndal and Frgysa (2008) all possible pulse

combinations besides Eq. (34) are discussed, even some fur-
ther methods that employ transmitted pulses from both sides = LIQUID
in which transducer A and B are used alternately as senders. @

After a detailed uncertainty analysis with respect to bit res-

olution and noise, it was outlined that the R_echol12_12 solid:
method (Eq. 34) possesses a relative uncertainty close to the Ps
optimal and case-dependent R_echo123_123 (which uses 3 2?
pulses of receiver and transducer; details in Bjgrndal and Z,

Fragysa (2008) and may be the best choice of all TMSR to
be compared with the MRM).

e

2.4 Angular reflection method (ARM) Br A

The ARM was presented first by Greenwood and Bamberger BL
(2002) and Greenwood et al. (1999). Concerning the deter- f
mination of the RC, the ARM is a simple one-pulse RRM
(Eg. 24). But to determine the sound velocity and the density liquid:
of the medium (see Eq. 5) the ARM uses measurements at B p
two different angles.
The RC of the longitudinal wave,, at a given angle of (b) t
incidence (see Fig. 5) depends on the apglehe density,
the longitudinal velocityc of the sample liquid and the lon-
gitudinal velocityc , the shear velocitgr and the densitys
of the bufer material (Greenwood et al., 1999; Krautkramer
and Krautkramer, 1983). The equations are generally given

Z,

Figure 5. Schematic showin@g) the wedge design of Greenwood
and Bambergei(b) the design given by Krautkramer and the defi-
nitions of terminology.

as Doing so for two diferent angles, equalizing both and
G-H+J writing the resulting equation in terms @f gives a term
"Ww=sTAas7 (35)  whichis independent from the sound velocity in the liquid:
where SinfBy, — sirB, >
cr\? P Co$p 132 - coSp,[2) (1)
G= (C—T) sin2B, sin 2B, (36) L1/~ L2/ 2
- Finally, the sound velocity in the liquid can be calculated
2 with
i =coszpr. 37) si?g, p?cogp ) *°
c:[ 2 + 272 ) (42)
Jo pCCoSBL _ Z,Ccos6. (38) L 1
psCLCOB  ZycosB’ In summary the following facts can be stated:
and from Snell’s law, — The great advantage of the ARM is the determination of
_ csingL . cr singL the sound velocity on the basis of reflection méent
sing = o singr = B (39) measurements at two angles. Only signal information
from the interface is required, and therefore no sound
Instead of measuring the sound veloaifythe RC is de- propagates through the sample medium.
termined using an RRM approach (Eq. 24) to calculate the _ ) ] )
parameted via Eq. 35). Now Egs. (38) and (39) can substi- — Thg basics of the ARM reflection cfiient determi-
tute the unknown angj@in nation are comparable to the RRM. Consequently, al
facts stated for the RRM also count for the ARM. Only
SirPB+cosp = 1. (40) the sound velocity determination isfiirent.
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— The ARM also provides the opportunity to measure theexcitation, one can generate a shorter sound pulse, but the
sound velocity via pulse-echo or transmission approachpulse frequency generally relies on the system’s resonance
Instead of measurements at two angles, one would bérequency. In any case, often the most convenient way to
suficient. The missing angjein Eq. (38) could be cal- investigate the resulting sound pulse duration is to test and
culated via Eq. (39). measure the pulse length of a chosen ultrasound source

for varying excitation pulse amplitudes, cycles and frequen-

i o ; cies. Knowingt, and the temperature-dependent sound ve-

density, longitudinal and transversal sound velocity ~locity c; of the bufer material, it is possible to calculate the

of the bufer material have to be known precisely. The minimum bufer thickness for a given temperature range to

slightest deviation from the real value can generate %revent superposition phenomena for the multipl@dnre-
significant error in the density. flectionsA,
n.

The ARM was validated for sugar-water solutions and surro- When a reflector is used to determine the sound velocity
gate slurries via weighting of known volumes. For the anal-or to adopt the MRM, further parameters besides the tempo-
ysis of the sugar-water samples the wedge was submerged tal determination of the pulse position are relevant to prevent
reach a uniform wedge temperature. An error of 0.1-1.3 %superposition of biiier reflections and echoes. If so, the pulse
was reported, which is a bias of 1-14kginThe experi- amplitude and the amount of fiar reflections also have to
ments for the surrogate slurries have been accomplished &€ considered. For constant excitation amplitude those pa-
a test loop for varying slurry flow rates, aeration flow rates rameters only depend on thefter materials absorption and
and two constant temperatures (25 and®p Each density the RC at the interphase. Combined with the pulse leggth
was calculated by averaging 45 signals. The validation waghose parameters define theffiew reflections duratioty,. In
accomplished by comparing the average of 40 sensor densPrder to prevent superposition between thédnreflections

ties with reference densities. The bias varied between 13 anéw and the echo pulse&j, the following condition has to
260 kg nT3. Neglecting some extreme deviations, an overall be fulfilled:

bias of 20 kg m® could be accomplished.

— The angle and the temperature-dependent parameters

I
C—2 = TOR, > tor, (43)
2
3 Probe design considerations ] ) ] ) ]
where TOFR, is the signal’'s time of flight in the sample

The design of ultrasonic density probes as presented by thg]ed|um Altematively, dimensions and materials can be de-
aforementioned authors is a complex process. In most publiSigned in a way that the echo pulses arrive in a time gap be-
cations, the probe’s dimensions and material are simply menfWween two bifer reflections. This target is hard to achieve
tioned as a given fact, not as a required necessity. In fact, afince the echo position depends on the sample mediums
unequivocal identification of clearly uffacted pulses is one sound velocity, and thus such special designs are often us-
of the basic requirements for all presented methods. As sooable only for a defined sample medium and temperature
as one of the required pulses is superpositioned by any othé@nge (Bjgrndal et al., 2008; Bjgrndal and Fraysa, 2008).
pulse or @ect, which is not considered by the plane wave In the case of the MRM as introduced by Papadakis the
propagation theory, the resulting values will lfteated by a ~ Superposition between the 1st pulses of the 1st and 2nd
systematic error. echo @e11 and Ag»1) and the reflections of those pulses in-
side the reflector have to be eliminated, and then the con-
dition l3/c3=TORs > t, is satisfied. Bjgrndal et al. (2008)
presents most of those dimensional considerations. Addition-
The best way to exemplify all interrelations clearly is to fol- ally, Bjgrndal and Pittmer (1998) introduce conditions for
low the design process of a fier which might be used for edge wave contributions with and without mode conversion.
an RRM approach. In its simplest version, we want to seeThe edge wave distributions mainly depend on thiddi-

the first reflected pulse, onlyffected by the reflection at the ameter and the ratio of transducer radius tffdanuthickness
interface and the bter material's attenuation. Neglecting all and therefore also represent the near-field phenomena. The
application-based boundary conditions, the only real limit-mode conversion depends on the shear wave velocity and
ing conditions are the choice of the ultrasound source andherefore on the elastic properties of thétbumaterial.

the frequency of and the type of excitation pulse. By mak-

@ng the right choice one carffact the pulse duration. Choos- 3.2 The choice of material

ing a transducer which generates a low-damped narrowband

pulse of low frequency, one achieves a relatively long pulse As indicated in the previous section, most design considera-
Choosing a high frequency, highly damped broadband pulsetjons depend on the material’'s properties. Thus, besides the
one achieves a short pulse. If a burst excitation of several cyeption to change the dimension offter or reflector, one can
cles is used, one can specify the frequency quite accuratehgimply change the material to achieve a desired signal pat-
but this generates a long-lasting sound pulse. Using a pulsgern. The choice of material also defines the resolution that

3.1 Pulse excitation and separation
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has to be reached for a given process of defined density rangbe valid for the entire temperature range. If the temperat

The following table shows start and end values (density andure changes, so does the speed of sound, density, sou
sound velocity) of a typical yeast fermentation and the result-absorption and dimensions of all materials involved. There
ing RC diference that can be expected foffeiient bifer fore, not only does the pulse’s position change but also th
materials. pulse amplitudes. In the best-case scenario, the amplitud
Indeed, it becomes apparent that according to Eq. (9) anglightly decreases; in the worst case, whole pulses are n
buffer material can be used to determine the density using théonger detectable, which might hamper the analysis of RQ
reflection coéficient. But, as shown in Table 1, only materials or ultrasound velocity (USV). Mak (1991) compared severa
of acoustic impedance comparable to the impedance of th&1RMs concerning the influence of systematic (beaffrai-
sample medium possess an acceptable sensitivity for smation) and random errors (noise). He showed that varying at
density variations (Puttmer and Hauptmann, 1998; Pittmer etenuation and signal-to-noise ratio (SNReat the method'’s
al., 2000; Bjgrndal et al., 2008; Greenwood et al., 1999). Theerror. The higher the SNR and the less influence Gfali-
same holds true for the ARM; increasing anguldfetence  tion, the smaller the errors in the RC. Therefore, the refer
to the normal incidence even decreases the Ri€reénce. ence methods (ARM, RRM) might show better results, since
Additional requirements for the lfier materials are good they are independent from beantfdiction, while the accu-
chemical resistance, reasonable temperature stability anthcy of the MRM depends on the accuracy of thérde-

a low sound attenuation (Puttmer and Hauptmann, 1998tion correction. Mak used a 50 MHz broadband transducetr.

Pattmer et al., 2000). If special liquids are analysed, e.g. susBoth the reference methods and the MRM showed quite lov
pensions containing abrasive materials, further criteria suciRCs at low frequencies, and both methods converged fqg
as mechanical resistivity may be of importance. Concerninghigher frequencies near the transducer’s centre frequency a
the mode conversion in the case of angular incidence — foshowed comparable results. Adamowski et al. (1995, 1998
example, if the ARM is applied or in the case of edge wavesused a constructive solution to eliminatefdiction issues.
— the elastic properties of the fier material may also be of The so-called DET technique employs a receiver of an ape
interest. Materials of a high Poisson’s ratio generally possessure larger than the emitter that generates the sound field. A
a higher conversion to shear waves. long as the beam spreading does not reach the dimensions
Besides deploying the choice of material to guarantee ahe receiver diameter, the principles of MRM for plane wave
clear pulse separation, the pulse amplitude canfleeted.  propagation are valid without correction.
Choosing a bffer material of acoustic impedance, com-  While the correction of dfraction in the far field is dis-
parable with the sample mediums impedance, results in @ussed by several authors (Papadakis, 1959; Papadakis
low reflection coéicient. The bifer reflectionsA,, are less  al., 1973; Bjgrndal et al., 2008; Kushibiki et al., 2003), the
in quantity and lower in amplitude. Most of the energy is near-field problem is often not mentioned at all. Although
transferred into the sample medium. However, if an echothe beam is assumed to be parallel in the near field (Pove
comes back Ac11), most of the energy is transferred back and McClements), it is recommended to avoid it totally. The
into the bdfer. Thus probably too little energy remains for intensity varies greatly with distance, the surface’s ampli-
a second detectable eché.§;). The same holds true for tudes are not constant and the whole wave front cannot b
the reflector. Choosing a reflector material of high acousticexpected to be normal to the phase velocity vector. Esser
impedance results in high echo amplitudes. However, matially the plane wave propagation is not valid within the near,
terials of high acoustic impedance generally possess higlfield. Consequently, besides all dimensional consideration
sound velocity, low sound attenuation and a high reflectionmentioned in Sects. 3.1 and 3.2, the first condition that has t
codficient. Therefore, resulting from extensive reflector di- be kept is the near-field distandebetween the sender and
mensions and a considerable amount of reflections inside thérst interface:
reflector, this may interfere with the second echg,(). In 2
such cases a special reflector shape often is the most feagi¢ = —, (44)
ble alternative (Carlson et al., 2003a; Deventer and Delsing,
2001b). A reflector of low acoustic impedance may simplify with a being the transducer radius. Table 2 shows methodi
the task to achieve the maximum signal purity, but also re-details as applied by fierent authors and the resulting near-
sults in lower echo amplitudes. field length in comparison to the chosenflien length. Be-
sides Greenwood, who applied the ARM, and Papadakis
who applied the MRM for attenuation measurements, the re
searchers used the path length of dimensions (doulsferbu
rod length) greater than or at least in the range of the nea
Regardless of the method applied or material chosen, if thdield distance.
temperature changes, everything changes concerning sound Diffraction dfects are generally corrected via Williams'’
propagation. This fact also counts for design considerationsexpression (Williams, 1951; Williams and Labaw, 1945). Al-
Every single boundary condition mentioned above has tathough Williams stated that his expression is only accurats

3.3 Temperature variation, sound field and signal-to-
noise ratio considerations
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Table 2. Near-field relevant, methodic details of relevant publications.

Source Transducer Centre Material fRwrod  Near-field
diameterd [mm]  frequencyf [MHZ] length [mm] distanceN [mm]
Adamowski et al. (1995, 1998) 19.0 1.6 PMMA 30.0 42.0 53.48
Bjagrndal et al. (2008) 12.5 5.0 aluminium 80.0 30.90
Deventer and Delsing (1997) 10.0 3.7 PEEKIMA 26.0 20.0 34.26
Greenwood et al. (1999) 125 2.25 Rexolite 6.3 37.56
McClements and Fairly (1991, 1992) 10.0 2.1 PMMA 40.0 19.44
fused quartz 25/62.2 67.66
Papadakis (1968) 12.7 10.0 aluminium 254 63.20
steel 18.9 68.34
Pittmer and Hauptmann (1998) 20.0 2.0 quartz glass 31.0 33.67

fork-a > 100 and distancegy > (k-a*)'/3, the exact expres- measurement, the sound velocity determination and extended

sion without approximations (see Williams, 1951, Eq. 17) uncertainty considerations.

might be usable in an extended domain. Nevertheless, so far

it has not been reported whether corrections in the near field, 1 sjgnal processing

or for sound fields across an interphase within the near field

can be applied successfully to reach a reflectiorficoent ~ Signal processing is a wide field with many fundamental

accuracy of 1E-4 or less (see Table 5). details. The applied methods range from simple time do-
Knowing all these facts it becomes clear that if spatial lim- Main (Greenwood and Bamberger, 2002; Greenwood et al.,

itations for the sensor application exist and afbuminia- ~ 1999) to extensive frequency domain methods (Bjerndal et

turization becomes necessary, only increasing the pulse fredl- 2008). The equations presented so far represent the time

guency to achieve pure signals is not enough. Often the didomain approach and refer to the signal amplitude, but do not

mensions of the transducer with respect to thfidsumedi- ~ State which pulse amplitude is used in the end. In Greenwood
ums sound velocity have to be adapted. and Bamberger (2002), Greenwood et al. (1999), Pittmer and

Hauptmann, (1998) and Pittmer et al. (1998, 2000), the max-
imum peak-to-peak amplitude within a certain time window
3.4 Constructional uncertainties has been examined:

The main constructional uncertainty which is occasionally Apuise= maximum{A (tws : tw2)] — minimum[A (tws : tw2)], (45)
discussed is the parallelism of surfaces. In ARMs, of course, h ts the value that s ted in th
the accuracy of the angles will be of similar importance. In WwhereApuiserepresents the value that s inserted in the respec-

Carlson et al. (2003b) it is reported that the misalignmentilvetﬁql:?“onb()f redfle(_:tlonficgﬁmentlcalccljjlatllon alndé‘ﬁ ap?l
of the transducer to lfter material is the main source of w2 (N€UMeboundaries ot the analysed pulse. In the Tollow-

error causing an overestimation of attenuation and acousti9 sectionsA(t) will represent the pulse in the time domain

: . o da(f) in the frequency domain.
impedance. In Bjgrndal et al. (2008) it is stated thEgas of an . . . .
nonparallelism can be neglected for surfaces that are paralle] P2P2dakis (1968) had started analysing amplitudes in the

within 0.01 mm. In Adamowski et al. (1995) a maximum par- time domain for attenuation analysis, but later he changed to
allelism of 0.0004 mm m and a change of 0.7 % in the re- spectrum analysis (Papadakis et al., 1973). After correcting

flection codficient for an intentionally caused misalignment the frequency dependentfiaction, Papadak!s et al. anal-
of 0.0024 mm m* was reported. ysed the frequency-dependent reflectionfioent and at-

tenuation (Papadakis et al., 1973; Sachse, 1974):

Apuisd f) = a(f). (46)

It was found (Sachse, 1974) that the reflection fiioe
While reviewing critically all published methods and valida- cient and density are nearly constant over a frequency range
tion results with regard to validation complexity, error anal- around the centre frequency of the transducer’'s maximum re-
ysis and real process relevance, several gaps and questiosponse. That might be the reason for obtaining the amplitudes
appeared which will be discussed in the following sections.from the spectra at a particular frequené€y) (Adamowski et
The first point will be the analysis of relevant pulses. Fur- al., 1995). Higuti (Higuti and Adamowski, 2002b; Higuti et
ther points will include the equipment used for ultrasound al., 2001), who followed the DET approach of Adamowski,
generation and detection, reference density and temperatuiatroduced the energy method, in which the energy spectral

4 Discussion
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density of each pulse is used for the reflectionfioient  extreme values of each analysed peak (Bjgrndal et al., 2008
analysis: The accuracy improvement compared to a frequency domai
approach without window function was not reported.

+00

3 Applying the diferent signal-processing methods to
Apuise= f|a(f)|df. (47) PSPICE simulation results, it was found (Bjgrndal et al.,
—o0 2008) that the frequency domain approach gives significant!

It is stated that the deployment of the energy method reless density deviation than the time domain analysis. The e

>

sults in smaller variations when compared to the sing|e-perimental results could not confirm the theoretical evalua

quency. For added Gaussian white noise of varying am-accurate results and less deviation. Furthermore, Bjgrnd
plitude to simulation results, Higuti found that the energy suggested a time domain integration method following Rau
method improves the results with smaller SNRs. By calcu-€t al. (1998), but it was also adverted to the high sensitivity
lating the spectral density only for a small frequency band,of the time integration approach to D@sets and waveform
the performance could be enhanced due to the rejection oflisturbance gects:

frequency method, because it averages the noise over frdion; in some cases the time domain analysis indicates mor}

frequencies outside the band of the transducer. Experimental t

results showed an error of less than 0.2 % and proved the ery_ f|env(A(t))| dt. (51)
hanced performance of the presented new signal processil?g\;pu >

method. b

In Bjgrndal et al. (2008) a more detailed analysis of signal- Besides the dierent signal analysis methods, the signal-
processing methods in the time and frequency domain is preprocessing parameters and the applied preprocessing ste
sented. In the time domain the amplitude value was not deterare of high relevance to reach the reported accuracies. Co
mined simply as the main peak-to-peakelience per pulse; cerning the preprocessing, most authors mentioned that a ce
instead the peak-to-peak value was determined per period: tain amount of signals have been averaged before applyin

the diferent signal analysis methods. Through signal avert

Apuise = Maximun{ A (t)pn| ~ minimum|A®p| (48)  aging the SNR can be enhanced and the amplitude resol

whereA(t),n represents tha-th period of the analysed time tio_n can be increased beyond the AD-converter Iimitat_ions
domain pulse. Depending on the amount of analysed peri(Berndal et al., 2008). The use of a 25 MHz low-pass filter

ods (e.g. fromP; to P,) one can calculate a mean reflection is mentioned in Bjgrndal et al. (2008); further references fol
codficientR., for each signal (Bjgrndal et al., 2008): filter usage have not been found. Furthermore, in Bjgrndal €

al. (2008) the use of least-squares-sense cubic spline apprd
1 P2 imation was reported to increase the vertical and temporg

R = Po—P+1 Z Ro. (49)  resolution.
n=p Relevant signal-processing parameters are the pulse leng

It is reported (Bjerndal et al., 2008) that if the first pe- in time, the amount of data points with respect to the
riod of the waveforms is included, there may be large errorssampling rate, the amplitude resolution and the usage g
particularly when the amplitudes are analysed in the time do-@any additional processing steps to improve the frequenc
main, but also in the case of the frequency domain analysisPr magnitude accuracy, such as filtering, signal averaging
In the frequency domain the analysis followed the spectraizero padding or application of window functions. Table 3
density approach (Eq. 47), but the so-called 12 norm was in-overviews the signal-processing details of several relevari
troduced based on the mathematic basids’cdpaces: authors with regard to the reached accuracies.

2 4.2 Signal generation and detection
f la(f)| df.

Apulse = (50)

Most authors used highly advanced equipment for their in
vestigations. Generally pulse or function generators provid
It is stated (Bjgrndal et al., 2008) that the frequency do-the electrical pulse which is converted to sound pulses b
main integration introduces a spectral-averaging approachjommercially available transducers. After amplification, the
reducing the ffect of single-frequency interference in the signal is recorded by an oscilloscope and conveyed to
echo signals. The 12 norm accentuates the dominant part gbersonal computer for further signal analysis. Standard sig
the frequency spectrum, making it easier to evaluate the efnal generators are generally limited to 20V peak excitation
fect of the upper frequency limit. Equally to the periodic which is sdficient for most of the investigations. Custom

f1

peak-to-peak analysis in the time domain, the frequencysignal generators for higher excitation voltages and amplit

spectrum was analysed on a half-periodical basis. Additionfiers are available but require special circuits since the inpu
ally, a Hanning window function was applied to reduce the voltage of commercial oscilloscope is often limited. To avoid
spectral leakage. The windows have been centred at the localoisy interferences and overloading of the oscilloscope, th
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Table 3. Processing details fromféierent literature sources with regard to density accuracies.

Source Window Sampling  Averaged Applied Used Density
size rate (MHz) signals method domain accuracy
Adamowski et al. (1995, 1998) 500 (1024, zero padding) 100 64 MRM /tieguency 1.50%
Bjgrndal et al. (2008) 1000 (32 768, zero padding) 59 256 MRM, TRM /fireguency 0.15%
Deventer and Delsing (1997) 512 200 32 MRM  frequency <1%
Greenwood et al. (1999) 4096 40 45 ARM time <1%
Bamberger and Greenwood (2004a, b) - - - RRM frequency <1%
McClements and Fairly (1991, 1992) - 100 =~ 2000 RRM timg¢frequency 0.50%
Papadakis et al. (1973), - - - MRM tiffrequency -
Papadakis (1968)
Pittmer and Hauptmann (1998), - - - RRM time 0.20%

Puttmer et al. (2000)

excitation and receiving circuit should be decoupled. Resultourse with a high sampling frequency but provide only a
concerning the influence of excitation voltage and voltagemoderate vertical resolution of 8 bit. Based on simulation re-
variations on the methods accuracy are not reported. Whilesults it was shown (Pittmer et al., 2000; Bjgrndal and Frgysa,
in Greenwood and Bamberger (2004) it is stated that the de2008; Bjgrndal et al., 2008) that a 12-bit resolution is the
cay RRM approach is independent of changes in the pulsebest choice to reach reasonable errors. Since the price of an
voltage, and although it can be assumed that the MRM isoscilloscope is not negligible, the vertical resolution is quite
independent from the excitation voltage, it is quite doubtful low and no further usable features like amplification or vari-
that the density error is totally independent. A change of theable programmable signal processing steps are provided, an
excitation voltage or signal amplification might change the oscilloscope often is replaceable. As shown in Greenwood
degree of interference between subsequent pulses, the SNR al. (1999, 2006), a time-to-digital converter with reason-
and the pulse appearance. The independency has definitelble sampling frequency and an analogue-to-digital converter
not been proven experimentally so far. The same counts fowith reasonable vertical resolution also serve the purpose.
the excitation and transducer type. Results are reported foBimilar considerations apply to signal generation and pro-
different excitation types (Table 4 shows an overview) rang-cessing. An arbitrary function generator and a personal com-
ing from peak, rectangular and sinusoidal pulses to bursts oputer might not be the best choice for measurements in real
several cycles, but a decent comparative evaluation is misgrocess environments, but as long as it is not clear which
ing so far. Indeed, in Bjgrndal et al. (2008) simulation resultsexcitation function is the best choice for a certain method,
are reported for varying cycles, but a comparison to peakeports about compact units that incorporate all main tasks,
excitation and an experimental evaluation were not shownsignal generation, signal detection and signal processing will
Moreover, investigations regarding the transducers type otake a while in coming.
piezoelectric materials (PEM) have not been found so far. It
is known that the very diierent properties of the PEM result 4 3 Reference analytics, validation and uncertainty
in completely diferent probe types (Lach et al., 1996). Con- considerations
cerning the determination of the reflection fiagent, difer-
ent transducers constructed wittffdient PEM might show The following section reviews and discusses the measure-
different sensitivities and variance. ment uncertainties in terms of density determination via BRT
Concerning measurements in real process environment®f all significantly involved variables: density, reflection co-
the use of general purpose equipment, such as oscilloscop&ficient, ultrasound velocity and temperature.
or function generators, is a double-edged sword. Indeed it is Besides the uncertainties of the simplification in Eq. (14)
commercially available technology of proven accuracy, butthe reflection cogicient mainly depends on the amplitude er-
it is often both immoderate and unfeasible for specific tasks'or- According to the propagation of uncertainty the degree
such as reflection cdigcient determination. Using the typi- ©Of dependency is defined by the equation of each method
cal sampling frequency of 250 MHz to characterize a 2 MHz (Eas. 19, 24, 27, 29 and 34). The amplitude error basically
signal in the frequency domain is clearly oversampling — nodepends upon three main factors: the amplitude resolution,
additional information is extracted, but it might be neces-the time resolution and the SNR. The amplitude resolution
sary to reach high time of flight or amplitude accuracy in dependency was discussed in Bjgrndal and Frgysa (2008),
the time domain. In the end, théfert for signal-processing Bi@rndal etal. (2008) and Puttmer et al. (2000); both research
increases dramatically with increasing sampling frequencygdroups arrived at the conclusion that a resolution of 12 bit or
Indeed, standard oscilloscopes can monitor the voltage-tim&etter is required to reach accuracies below 0.5 % error.
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Table 4. Details of sound generation equipment as published figréint authors.

Author/Source Equipment \ Excitation | Transducer
Adamowski et al. (1995, function oscilloscope (8 bit) | puls¢ burst 2-3 cycles KB-Aerotech (1.6 MHz)
1998) generator
Bjgrndal et al. (2008) function oscilloscope (8 bit) | sinusoidal burst Panametrics (5 MHz)

generator
Deventer and Delsing pulse oscilloscope (8 bit) | pulse - Panametrics (5 & 10 MHz)
(1997) generator
Greenwood et al. (1999) function data  acquisition| burst 10 cycles -

generator  card (PC)digitizer

(12 bit)

Bamberger and Greenwoodultrasonic  oscilloscope (-) - -
(20044, b) pulser
McClements and Fairly function oscilloscope (-) burst 5-10 cycles Karl Deutsch (0.3-1 MHz),
(1991, 1992) generator Sonatest (1-6 MHz)
Papadakis et al. (1973); pulse oscilloscope (-) pulse Y-cut quartz (30 MHz)
Papadakis (1968) generator
Pittmer and Hauptmann  analogue time-to-digital burst 1 cycle lead metaniobate disk
(1998), Puttmer et al. signal converter (12 bit) (2 MHz)
(2000) generator

The SNR dependency was discussed in Mak (1991)jmation to synthetic 6 MHz signals. Hence, the time reso-
Higuti et al. (2001), Bjgrndal and Frgysa (2008) and Bjgrn- lution was increased from approximately 17 ns to 1ns vig
dal et al. (2008). Based on theoretical uncertainty consideramathematical approximation. In particular, the time domain
tions it was shown that the MRM is highly sensitive to noise. results could be improved, and it can be assumed that th
The more pulses included in the reflection fméent calcu-  effect for signals of lower time resolution is even higher.
lation and the lower the SNR for each included pulse, the Unfortunately, none of the authors discussed fffiect of
higher the uncertainty. Particularly in the case of the MRM, systematic errors due to interference of subsequent pulse
the SNR ofA.1; andAe,; decreases dramatically when atten- Indeed, most authors state that clearly fimeted pulses are
uation increases. Also, the SNR Af,; becomes quite low required for an accurate analysis, and cite several probe d
in the case of a low,3. Additionally, in Mak (1991) the in-  sign considerations based upon a defined pulse length, b
fluence of difraction correction uncertainties is discussed asthe truth is that the pulses are never diminished totally (se
a systematic error. Based on the fact that the RRM is indePittmer et al., 1998, Figs. 7 and 8). As a basic rule, a puls
pendent of diraction it was stated that the MRM is the least is regarded as terminated when the amplitude is below th
accurate method for calculating the reflectionfiiogent. Ex-  noise level. But the subsequent signal is nothing more than

perimentally this general statement could not be proved ssystematic oscillation hidden behind noise. Analysing those

far; results of both MRM and RRM converged for the cen- effects could help in separating such systematic errors fron
tre frequency of the transducer. Also the experimental resultshe signal.
of Adamowski et al. (1995) showed similar errors for both  The USV as a source of uncertainty often seems to be ig
methods. The comparison of MRM and TMSR in Bjgrndal nored. Most authors do not state how the speed of sound
et al. (2008) showed a smaller systematic deviation from ref-determined and which accuracies could be reached (see T
erence values for the MRM method. In Higuti et al. (2001) ble 6). Generally the time of flight in the sample medium
the statements are rested upon simulated signals with artifis determined and related to the propagation path. But off
cially added Gaussian white noise. In contrast to Bjgrndal eten, particularly for small distances, the propagation path
al. (2008), who reported for a SNR of 50 an uncertainty of cannot be determined with adequate precision. The moJ
25kgnT3, in Higuti et al. (2001) for a similar SNR an error chosen solutions to reach a higher precision are calibrg
of only 1-5 kg nT3 was presented. tion measurements with standards (Marczak, 1997; Bjgrn

So far, Bjgrndal (Bjgrndal et al., 2008) is one of the few dal et al., 2008; Higuti et al., 2001; Higuti and Adamowski,
to have limited the sampling frequency and investigated the2002b; Adamowski et al., 1998), which might become quite
time resolution uncertainty by applying cubic spline approx- laborious if thermal expansion of the propagation path is
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considered. Alternatively a material of low thermal expan- Table 5. Contributed uncertainties of the relevant variablegtdsu
sion such as ZERODUR (Bjgrndal et al., 2008; Hoppe density, bifer sound velocity, sample medium sound velocity and
et al., 2003) could be used. In a rangex#5K the ther-  reflection codicient, with PMMA being the bfiier and water being
mal expansion can be neglected within an USV error ofthe sample medium.

0.2ms?. Standard for the time-of-flight determination is the

cross correlation which can be applied in the time domain prlkgm®]  cms?]  cz[ms] Fa
(Adamowski et al., 1995, 1998) or frequency domain (De- value 1181.77 2764.92 1482.38-0.3766
venter and Delsing, 1997). The great advantage of BRTs is error1 +0.1% +0.1% +0.1% +0.1%
the provision of a stable reference pulse that can be com- Fkgcr?]’_t%'”tyl +0.998  +0.998  +0.998  +0.438
pared to echo pulses. Therefore the time-of-flight determina- error 2 slkgnt® :02ms! :02ms!  +1E-04

tion in pulse echo mode is independent of electronics time ncertainty 2 +0.085 40.007 10013  +0.116
jitter. The only problematic parameter is the time resolution. [kgm]
When a simple cross correlation is applied, the time-of-flight
resolution is still dependent on the sampling rate. For exam-
ple, providing sampled data of 100 MHz sampling rate leads
to a 1 ms? velocity resolution for a 23 mm propagation path reflection coéficient of error was estimated from theoreti-
(Adamowski et al., 1995). That might be the reason why mostcal considerations and uncertainties. The error contribution
researchers oversample the data. In fact, mathematical amf sound velocity and density is still small, and the reported
proximation is a feasible solution to achieve higher accura-accuracies are flicient to reach acceptable density uncer-
cies with less time resolution (Hoche et al., 2011; Hoppe ettainties. But the contribution of a realistic reflection fibe
al., 2001). Apart from that, when echo detection in pulse echccient error to the density uncertainty is comparatively high,
mode becomes problematic (e.g. highly absorptive liquids particularly considering that the reflection ¢dgent can re-
superposition of bffier reflections and echo pulses) often sult from several amplitude errors. For the coupled PMMA-
transmission measurements are necessary, which increasester a density uncertainty of 0.25kg#ncan be expected
the uncertainties and thefert in technical equipment and overall. This uncertainty is still high compared to existing
analysis. reference analytics such as the vibrating U-tube (see Table 6),

In fact, an accuracy of 0.1 m%is reachable applying but seems dficient to use the BRTs as a monitoring tool in
state-of-the-art technologies and methods, and the sound véioprocesses of small density change (see Table 1).
locity is not actually the most critical source of uncertainty. The most important uncertainty contribution which con-
Analysing the partial derivatives of Eq. (8) according to the trols every influencing factor discussed so far is the temper-
propagation of uncertainties, one reaches the following: forature. The temperature accuradieats the calibration mea-
C1, surements of the propagation path an@fé@umaterial’s prop-
9p> p1(1+714) erties. Moreover, the temperature err@iieats uncertainties
a0 A= A (52)  of temperature-dependent reference models as provided by

1 C2(1-ra) : - ;

the literature or certified reference standards. Using, for ex-

for cz, ample, Marzcak's (Marczak, 1997) model to calculate the
92 _pCi(l+7a) speed of sound of water at 20, a 0.1K temperature bias

ac, 27 c2(1-ra) Atz ®3) resultsina0.3m USV bias, but only 0.03 nT3 bias for a
for py 0.01 K temperature bias. Due to the high impact of tempera-

' ture on all relevant parameters, a temperature accuracy of at
Op2 _Ca(@+ra), . (54) least+0.01 K is recommended. Most non-invasive tempera-
op1 o1 = Co(1-rp) oL ture measurement technigues are too inaccurate and expen-
and forra, sive (Childs et al., 2000). The standard for invasive tempera-
P 2 ture measurement is still the electrical resistance thermome-
02 Arp = iArA. (55) try. In general, accuracies below 0.1 K can be achieved only
Ia C2(1-ra)? through individual calibration regardless of the material. For

The calculated proportions of uncertainties foffelient  highly accurate measurements, 4-wire systems, voltage re-
assumed errors are shown in Table 5. In the first row of uncerversal and low resistances are recommended.
tainties a constant error of 0.1 % is assumed for all variables. The temperature also influences the dimensions and prop-
The uncertainty examination shows that the contribution oferties of the used materials, the characteristics of the sound
reference values and measured sound velocity are comparéield and even the properties of the PEM. So it is quite un-
ble, while the contribution from the reflection dbeient is  derstandable that most authors have restricted their investi-
comparably small. Unfortunately the reachable reflection co-gations to a constant temperature. In turn, the results of these
efficient accuracies have not been reported so far. In the seaworks have to be evaluated with respect to the reported tem-
ond row of uncertainties, realistic errors are assumed. Theerature stability. While in Bjgrndal et al. (2008) a stability
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Table 6. Accuracies of involved measurement principles as publishedffgreint authors.

Reference Density Reference Measurement USV accuracy

reference accuracy pointgtemperature (ms?)
(kgm3) accuracy

Adamowski et al. pycnometer +0.3kgnt3 —/+0.5K (varying) 1.0

(1995, 1998)

Bjgrndal et al. (2008) literature +0.10 kg n3 —-/+0.01K -
standards (constant)

Deventer and Delsing literature - 2 points 0.01 K -

(1997) (varying)

Greenwood et al. volume - 3 pointg- (varying) -—

(1999) weighting

Bamberger and Green- volume - -/- -

wood (20044, b) weighting

McClements and Fairly vibrating +0.10kg n3 —/0.1 (constant) 0.5

(1991, 1992) U-tube

Papadakis et al. (1973); — - - -

Papadakis (1968)

Puttmer and vibrating +0.10kg n3 1 poiny —(constant) —

Hauptmann (1998), U-tube
Pittmer et al. (2000)

of £0.04 K was reached, Adamowski et al. (1995) reportedthat determines parallel, under identical conditions to the reft
only £0.5K. erence values (Greenwood, 2000; Greenwood et al., 1999).
Additionally, temperature gradients have to be consideredindeed, the parallel reference measurement minimizes the
Most researchers try to avoid gradients and control not onlyuncertainty caused by temperature gradients, but introduces
the temperature of the sample medium but also the envinew uncertainty sources due to the use of two excitation eleg
ronmental temperature (Bjgrndal et al., 2008; Higuti et al.,tronics, sender, receiver, and coupling systems that might he
2007). The procedure is acceptable for highly accurate valinot identical. In the case of an MRM as proposed by De-
dations but of low relevance for any practical application. In venter and Delsing (2001b), temperaturatiences between
real process application often the sample medium or the envisample medium and lfier rod interface temperature have to
ronmental medium temperature varies, in the worst case evebe considered. Therefore both should be monitored contind
both. While the temperature of the sample medium is oftenously. Similar éfects have to be considered for propagation
controlled or behaves in a predictable way, the environmenypath calibrations (Higuti et al., 2007) and varying dynamic
tal temperature does not. Depending on the time of the yeabhehaviour due to temperature changes dfedént magni-
the daytime, the local weather and the location and constructude which results in hysteresiffiects (Deventer and Dels-
tion of the facility, the environmental temperature can vary ing, 2001a; Higuti et al., 2007).
in a range of:5 to +20 K. The point is that, in reality, there In fact, there is another temperature gradient that has not
will be temperature gradients which are generally not con-been considered so far — the temperature gradient in the sam-
stant, so the gradients have to be considered. Furthermor@le medium. As long as there is a temperatuféedénce be-
the temperature control of the fber is only a solution when tween sample medium and environment, there will be a gra
the sample medium is also of constant temperature. dient at the bffer—liquid interface, which implies three major
The methods that ardfacted most by temperature gradi- issues:
ents are the ARM and RRM. When reference and calibra-
tion measurements are executed #iietient temperatures or 1 The temperature variation over the sound propagation
gradients, the error can increase enormously. As stated be- path influences the accuracy of the sound velocity mea|

fore, temperature control is (?ften not an accep.table squFion surement. In general, the properties vary with propagat
and often not stable enough; therefore two options remain — 4 path, and so does the sound velocity. In the end

either the calibration for all relevant temperatures and gra- the measured velocity, US\fepresents the average of
dients, which is extremely laborious, or an additional probe all variations. For a kn’own temperature dependency of
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the velocity, USVT) and a known temperature gradi- and piezocermic materials, it is known that the resonance be-
entT(X) over the propagation path the relation can be haviour changes with temperature (Hammond and Benjamin-
described as follows: son, 1965; Yang, 2006). Thidfect can actually be used to
measure the temperature. Once an MRM is used or the RRM
1 2 AT (X) and ARM are calibrated for fferent temperatures, those in-
USV, = T - T00) f[USV(T (X)) - X dx. (56)  fluences can be neglected in terms of attenuation or varying
2 ™ transmission cdécients, but the frequency behaviour might
change significantly. Consequently, signal-processing meth-
The main conclusion of this expression is that if one ods in the frequency domain possibly have to be modified to
wants to determine the temperature that fits to the meaconsider temperature-dependent variations, particularly the
sured USV, or vice versa, one has to determine the temsing|e_frequency method (See Eq. 46)
perature at the right position or the mean temperature

over the propagation path.
bropag P 4.4 Relevant errors for industrial conditions

2. Equation (56) only introduces the general problem. The

. ) : .~ ."This section discusses errors which are especially relevant
basic problem concerning the density determination is

o . . . . ~for industrial applications. First of all, errors due to thin lay-
the combination of propagation path information and in- . . .
ers, which may represent coupling layers, matching layers or

terfacial information. Knowing thetemperatu_re gradlent buffer surface deposits, will be discussed. Surface deposits
means only that the measured sound velocity is not the

sound velocity as it is next to the interface which is the might be applied as a protective layer or might appear as a

) . : result of fouling.
relevant sound velocity for the reflection ¢beient. In Puttmer et al. (1999), the focus is on investigation of

3. Thinking in terms of real process measurements, th(—:~<~§Uff<’iC_e deposits by simulations Viq SPI(?E. After valida-
temperature gradient cannot be considered to be simtion with polystyrene layers of varying thickness, the de-
ply a function of temperature fierence. As soon as Vveloped model was applied for materials of varying acous-

the sound velocity is measured in flows the gradient be-tic impedance and thickness. Scatteririfp€ets due to non-
comes dependent on the flow conditions. plane surfaces have been neglected. The results show that

for layers of impedance lower than theffar material and

To summarize, it can be expected that highly accurate meai/100(/50) thickness, the error of the sample medium’s
surements require multiple-point temperature measurementacoustic impedance can reach up to 0.5 % (2.6 %); the USV
(see Table 6: Deventer and Delsing, 1997 and Greenwooeérror up to 0.05% (0.1%). For layers of impedance higher
et al., 1999) to gather all relevant temperatures and to esthan the bf&fer material, the error increases rapidly. It is
timate the gradients. Relevant temperature-dependent valstated that deposits of low acoustic impedance such as poly-
dations of ultrasound-based density determination are pubmers can be tolerated with a thickness up t60.
lished in Adamowski et al. (1998), Greenwood and Bam- In Deventer (2003) also the influence of fouling deposits
berger (2002), Higuti et al. (2007), Deventer and Delsingis investigated via a PSPICE model. Commensurate with a
(1997) and Deventer and Delsing (2001a). different probe design, thedfects of deposits are simulated

The only method that can be assumed to be independerior a PMMA bufer instead of quartz glass (Puttmer et al.,
of gradients in the sample medium is the ARM. The density1999). For the deposit material a density of 1500 kg and
is determined via RRMs at twoftierent angles (Eq. 41). The a sound velocity of 3000 nt$was assumed and thicknesses
sound velocity can be calculated as an additional parametesf 0.5, 1 and 2um have been investigated. It was stated that,
from the determined density, but is not necessary for the deneompared to a clean surface, the amplitudiedence is quite
sity determination. If Eq. (42) is used, the calculated soundhigh, but changing the layer thickness results only in small
velocity can be assumed to be the interfacial sound velocitychanges. While comparing the results with those of Pittmer
of the sample medium. On the other hand, the density unceret al. (1999), it was assumed that the model might be in-
tainties of the ARM can be assumed to be even more complexonsistent. But comparing the details of both publications
than presented in Egs. (52)—(55). And, in case the sound veexplains the dference: (1) in Puttmer et al. (1999) layer
locity is not determined by the TOF-distance relation but by thicknesses relative to wavelength in the deposit material are
Eq. (42), the sound velocity uncertainty becomes similar ininvestigated, which would correspond more likely to 8 and
complexity. 17uwm layer thicknesses in the case of Deventer (2003). (2)

The last point concerning the temperature-related uncerin Puttmer et al. (1999) no results of amplitude changes but
tainties will be the temperature dependency of transducergrrors in the determination of acoustic impedance and sound
and PEM. Most transducers possess a matching layer or weaelocity are presented. (3) Checking the presented results of
plate. The transmission through such layers clearly is temPuttmer et al. (1999) for impedances higher than thiéebu
perature dependent and can be described in terms of wavenaterials, as investigated in Deventer (2003), one can assume
length and layer thickness. Furthermore, for quartz crystalghat the amplitude diierence is quite high compared to clean
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surface. Thus, based on the information given in Deventetto a flow perpendicular to the propagation path. Generally
(2003), no inconsistency is noticeable. it is assumed that the diversion can be neglected as long as

In Higuti et al. (2006) a model of acoustic or electroacous-the sound velocity in the medium is considerably higher than
tic transmission lines was developed. The model was valithe flow velocity. Assuming a moderate flow of 5 nt $yp-
dated experimentally with signals from the true measurementically results in a diversion angle of 0.2In consequence,
cell, but without deposits. Metallization layers on the PVDF- each molecule is distracted approximately 0.003 mm per mn
receiver surface, varying thicknesses of the PVDF receiverpropagation path while the signal propagates through th
varying coupling layers and deposits on thdfeusurface  sample medium. First of all, the diversion results in &h o
have been investigated. The thickness of the metallizatiorset difraction, and furthermore the angulaffdrence from
layers was reported to be around 500 A. In contrast to De-normal incidence causes dfgrence of approximately 0.1 %
venter (2003) it was stated that layer thicknesses upitm 1 in the reflection cofficient. Greenwood et al. (1999) investi-
do not introduce significant changes in the signals, and theigated flow velocities up to 2.5 msand found that the vary-
effects can be neglected. In the case of the receiver thicking flow conditions did not significantlyféect the average
ness, the pulse centre frequency changes with temperaturdensity bias. In Adamowski et al. (1995, 1998) varying flow
while the bandwidth remains constant. It is shown that layervelocities up to 10 m3s were investigated. It was found that
thickness variations significantly change the frequency do-the experimental results are ndfexted by the flow rate. In-
main information, which might result in errors2 % when  deed, changes of reflection ¢beient, sound velocity and
applying the single-frequency approach. The error can belensity appeared, but relative to the temperature variatior
minimized by using the energy method and time delay com-the observed deviations have been within the precision rangde
pensation. The density error was kept withi@.2 % for re-  of the method. It is reported that cavitation occurred for mear
ceiver thickness variations and withi0.1 % for coupling  flow velocities above 10 nT$, and for this reason the re-
layer variations up to 50m. Deposit results have been pre- sults became inconsistent. Further issues might occur in the
sented for varying thickness andférent materials. For all case of non-homogenous suspensions or bubbly flow. As cor
presented materials the density error does not exceed 0.2 ¥&ctly stated by Schéfer et al. (2006), the measurentéatte
up to 2um layer thickness. For higher thicknesses the errorbases on reflection at interfaces. Non-homogenous distribul
quickly reaches 6 % and more. tions of solid or gaseous objects across the interface would

Actually, neither in Pttmer et al. (1999) nor in Deventer lead to a certain error. In Greenwood and Bamberger (2002
(2003) or Higuti et al. (2006) is the relevance of the assumedhe feasibility of the ARM for homogenous suspensions wag
fouling properties and layer thicknesses discussed. For millproven. The influence of bubbly flow was also investigated
fouling layers, for example, a layer thickness of 500—@0  and it was reported that three of the six investigated instrur
and an impedance of 2.97 MRayl has been reported (Wallments have been significantlffected by the air feed. It can
hauRer et al., 2009). Hence, concerning the impedance dfe assumed that generally the bubble dependency depends|on
biological fouling layers, the assumption of lower acoustic the design and placement of the probe. As long as the buk
impedance seems to be correct for mosffdrlumaterials.  bles do not adhere to the interface, no significefeeat on
Whether relevant thicknesses have been investigated so fahe reflection cogicient should be noticeable. For the ARM
is questionable. Generally it can be stated that not much islso, the sound velocity determination only depends on th
known about the acoustic properties of real fouling layersinterfacial information. In the case of the other methods the
and that electrical analogous systems can be applied to insituation for the sound velocity is quiteftéirent. Depending
vestigate the influence of thin layer deposits under ideal conen the amount of air inside a certain volume, the density and
ditions (Deventer, 2003; Higuti et al., 2006; Puttmer et al., compressibility change:
1999) and to simulate design aspects of probes with a few (M + My)

-

11

~

11°

limitations (Deventer, 2004). In Pittmer et al. (1999) it is p = NVFYAR (57)

shown that the error due to thin layers can be reduced as long (V1+V2)

as the degree of fouling can be detected. Reference calibra- (k2V V,)

tions with air are proposed, while in Deventer (2003) itis rec-x = % (58)
1+ V2

ommended to detect fouling at higher frequencies via broad-
band transducers. Also, in Higuti et al. (2006) it is stated thatwhereM andV represent the mass and volume and the in;
a periodic calibration with a reference medium might be nec-dices indicate the particular phase. According to Eq. (1) the
essary. sound velocity changes as a result. In Hoppe et al. (2002

Besides surface deposits, short-term variations of procesg was stated that the bubbles operate like a high-pass fi
variables might have an influence on the method’s accuracyter. It was shown in Hoppe et al. (2001) that the amplitudg
The influence of temperature variations and measurement a@nd the zero crossing times of detected pulses decrease, but
curacy has already been discussed above. Also, the influendle arrival time of the signal does not change. It was furthef
of varying flow condition on temperature gradients has al-stated that the influence of gas bubbles on the speed-of-soupd
ready been indicated, but not the direct signal diversion dueaccuracy can be minimized by adequate signal processing.

~
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Generally the attenuation due to bubbles is frequency deean be expected. Sensitive biotechnological processes such
pendent. The bubble size governs the resonance frequen@s yeast fermentation generally show a density variation of
of a bubble, and therefore the bubble size distribution with< 60 kg nT3, which results in density accuracy requirements
respect to the main frequency defines the degree of attenwf at least 1 kgm? or 0.1%. In the case of density-based
ation (Carstensen and Foldy, 1947; Silberman, 1957; Fox etnodels for concentration measurements of multicomponent
al., 1995). According to Eq. (3), also the acoustic impedancemixtures, an even lower error might be necessary.
could be #&ected for disadvantageous bubble distributions. The uncertainty analysis shows that errors in the reflec-
Henning et al. noticed only a change of impedance for hightion codficient contribute significantly to the overall density
bubble intensities (Hoppe et al., 2002). error but has been investigated least so far, whereas the con-
tributions of realistic errors of the sound velocities anéféu
material’'s density are comparably low. Indeed, most authors
5 Conclusions neither state the accuracies of the sound velocities nor the
accuracy of the reflection cigient measurement. Although
In the last decades, several research groups have investihe few presented USV errors ar®.5 ms?, state-of-the-art
gated varying methods based on BRTs. The reported methtechnologies can provide accuracie8.1 ms* even for low
ods can be classified into four main groups: MRM, TRM, sampling frequencies. Moreover, theffan material’s den-
RRM and ARM. Each method holds characteristic advan-sity can be determined with acceptable accuracies keeping
tages and disadvantages. ARM and RRM are perfectly suitethe uncertainties of the sample liquid’s density within the re-
for highly sound absorbing liquids but require calibration quired accuracy. Consequently, improvements in the reflec-
measurements. The RRM is only suited for moderate soundion codficient determination are the right choice to improve
absorbing liquids, but does not require calibrations. Thethe density accuracy. Main improvements are reached by in-
TRM can be ranked somewhere in between, but as withcreasing the SNR and improving the amplitude determina-
the ARM, the method requires an additional receiver, whichtion. Most authors apply signal averaging, which reduces the
introduces additional sources of uncertainty. Although theGaussian noise. But averaging of the whole signal is only a
RRM was proven theoretically to be more sensitive to SNR-feasible method as long as the signal acquisition rate is much
caused inaccuracies than any other method, the experimenthlgher than changes of process parameters. In the case of fast
results did not confirm the theoretical evaluations. Basicallyvarying sound velocity, signal averaging can cause system-
all methods are sensitive to temperature gradients. While foatic errors. We assume that it might be better not to aver-
MRM it is sufficient to determine the accurate temperatureage the whole signal but only the relevant pulses after being
at the interface in order to determine the correct acousticentred to a characteristic location. Errors due to systematic
impedances, in the case of ARM and RRM it might be nec-changes in the frequency domain can be minimized by ap-
essary to calibrate the probe for all relevant temperature graplying the integration method to an adequate frequency band.
dients. An appropriate correction seems to be possible, buThe temperature measurement is identified as another main
so far has not been proven to work accurately. source of error. Often the temperature at a certain position is
The main design limitations result from intentions to avoid required to calculate the Her material’s properties from ref-
pulse superposition. Pure pulses can be guaranteed by avoidrence polynomials. In addition, temperature gradients may
ance and suppression of radial mode vibrations and adequatgcur, particularly during dynamic process changes. Thus,
dimensioning with respect to the given pulse duration andfor real-time process application and exact validation it is
material properties. In some cases additional near-field connecessary to measure the temperature as accurately as possi-
straints might have influenced the chosen dimension. Al-ble (< +0.01K) and to observe temperature gradients as they
though angular reflections within the near field might disturb may arise. Altogether it seems possible to reach an accuracy
the sound field in a way that one should prevent the assumpef <1 kg nT2 even for dynamic conditions. At present, the
tion of plane wave propagation, the ARM as well as the RRMremaining uncertainty could be a result of both the assumed
can be assumed to be widely difgeted by those phenomena simplifications for the reflection cdéigcient at solid—liquid in-
as long as all changes of the sound field are considered iterfaces or the technological limitations — state of the art is
the calibration. In the case of MRM and TRM fldaction a 12-bit resolution at 1 GHz sampling rate; a higher verti-
correction often is a major requirement for adequate errorscal resolution of 14 bit or more often results in significantly
Alternatively to corrections, large-aperture receivers can bdower sampling rates.
used in some applications to minimize the error. A sensor system for real-time process application will
The published results show minimum achievable densityhave to be suitable to fulfil all involved task reaching, from
errors of 0.15 % for constant temperature and 0.4 % for vary-generation of the excitation signal and sound signal capturing
ing temperatures, which is ficient to identify liquids of  over temperature measurement and up to signal processing.
significant diferent density. The question if the reported er- To date, most of the basics have been investigated, but still
rors are sfficient for a suitable control of a specific pro- final statements about which technology or method suits
cess or not in the end depends on the density variation thabest a certain case of application are not possible. It is not

J. Sens. Sens. Syst., 2, 103-125, 2013 WWW.j-sens-sens-syst.net/2/103/2013/



S. Hoche et al.: Ultrasound-based density determination via buffer rod techniques 123

known if simple peak excitations arefBuaient or if bursts of ~ Carstensen, E. L. and Foldy, L. L.: Propagation of Sound Throug
a certain frequency are the best choice. It is not clear exactly a Liquid Containing Bubbles, J. Acoust. Soc. Am., 19, 481-501,
if signals of a specified frequency require a certain sampling 1947.
frequency in order to reach the desired density accuracy ofhilds, P. R. N., Greenwood, J. R., and Long, C. A.: Review of
not. Similar can be stated for thefiéirent signal-processing ~ [€mperature measurement, Rev. Sci. Instrum., 71, 2959-2978
methods. Applying spline interpolation in the time domain dp|:10.106$1.13055162000. .

. . . . Daridon, J. L., Lagourette, B., Xan, B., and Montel, F.: Petroleum
might reach comparable _results .Such as I.ntEQratlon m_ the characterization from ultrasonic measurement, J. Petrol. Sci.
frequency domain. The big question is which one requires Eng., 19 281-293, 1998a.

less computationalfiort. From the technological point of  parigon, J. L., Lagrabette, A., and Lagourette, B.: Speed of sound
VieW |t iS Cleal’ that a Vertical I’eSO|uti0n Of 12 b|t or better der]sity7 and Compressibi"ties of heavy Synthetic cuts from ul-
is required to reach accurate results. For statements about trasonic measurements under pressure, J. Chem. Thermodynam.,
electronic &ort, computation power and the required mem- 30, 607-623, 1998b.

ory, first the basic aspects of signal generation and signaPavis, L. A. and Gordon, R. B.: Compression of Mercury at High
processing have to be discussed in more detail. Definitely not Pressure, J. Chem. Phys., 46, 2650-2660, 1967.

all methodical options to determine the reflectionfiioeent Deventer, J.: Detection of, and compensation for error inducing thi

via BRT have been investigated so far, but the basic rules are layer dgposits on an ultrasonic densitometer for liquids, Instru-
clear: minimization or correction of temperature gradients, Mentation and Measurement Technology Conference 2003, 648~

d imizati f SNR 651, 2003.
and maximization o ’ Deventer, J.: One dimensional modeling of a step-down ultrasoni¢c

densitometer for liquids, Ultrasonics, 42, 309-314, 2004.
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