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Abstract. For optical 3-D measurement systems, camera noise is the dominant uncertainty factor when optically
cooperative surfaces are measured in a stable and controlled environment. In industrial applications repeated
measurements are seldom executed for this kind of measurement system. This leads to statistically suboptimal
results in subsequent evaluation steps as the important information about the quality of individual measurement
points is lost. In this work it will be shown that this information can be recovered for phase measuring optical
systems with a model-based noise prediction. The capability of this approach will be demonstrated exemplarily
for a fringe projection system and it will be shown that this method is indeed able to generate an individual
estimate for the spatial stochastic deviations resulting from image sensor noise for each measurement point. This
provides a valuable tool for a statistical characterization and comparison of different evaluation strategies, which
is demonstrated exemplarily for two different triangulation procedures.

1 Introduction

For optical 3-D measurement systems, like fringe projection
systems, the achievable accuracy mainly depends on the en-
vironmental conditions and the properties of the measure-
ment object. In a production-related environment, systematic
deviations caused for example by temperature fluctuations
or vibrations are the dominant factors. In contrast, a well-
controlled environment leads to a strong influence of the sur-
face properties of the object under test. While the deviations
are correlated with the micro-topography in the case of non-
cooperative surfaces, stochastic deviations caused by camera
noise come to the fore in the case of cooperative surfaces.
Depending on the local lighting conditions, these can differ
by up to an order of magnitude for different measurement
points on the object.

In industrial applications of optical 3-D measurement sys-
tems, the measurements are usually not repeated for esti-
mating repeatability. The deviations of the measurement pro-
cess may be characterized by measurements of spherical and
planar artefacts in the context of acceptance tests and re-
verifications according to VDI 2634 (VDI, 2012). It has to

be pointed out however that this is not to be confused with
a measurement uncertainty as it is only a method to ensure
that the system is working in conformity with the specifi-
cations. The experimental determination of a task-specific
measurement uncertainty, for example according to VDAS
(VDA, 2011), is only worth the effort in the case of a small
measurement object portfolio and large lot sizes. In addition
this method characterizes the whole measurement process
only in a general way. As an alternative, the use of “virtual
fringe projection systems” (Haskamp et al., 2012) is being
discussed as a tool for task-specific error analysis. Although
this approach can be seen as state of the art for tactile coor-
dinate measuring machines (Trenk et al., 2004), in the case
of fringe projection systems it is not yet established in the
industry.

The missing assessment of the quality of each individual
measurement point leads to statistically suboptimal results
in subsequent evaluation steps as for example this informa-
tion is not available as a weighting factor for the matching
of geometric primitives. Because of the use case outlined
above, i.e. the measurement of cooperative surfaces in a well-
controlled environment, the geometric deviations of the mea-
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Figure 1. Fringe pattern with locally varying visibility y and illu-
mination $. In the right part of the diagram, points that do not meet
the constraint for the maximum illumination (clipping) are painted
white.
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Figure 2. Physical model of signal generation in a CCD-camera
pixel according to EMVA 1288 (EMVA, 2010).

sured points are dominated by camera noise, and they can be
estimated directly from the measurement data if the noise
characteristic of the measurement process is modelled. This
approach will be described in the following sections and is a
first important step towards a task-specific uncertainty esti-
mation for this kind of measurement system.

2 Optical measurement systems with structured
illumination

Optical measurement systems that use intensity patterns to
spatially encode an object are referred to as “structured illu-
mination” techniques. Among others, a widely applied cod-
ing approach is based on multiple phase-shifted sinusoidal
fringe patterns. In this case the actual coding takes place
in the time domain, as the phase-shifted patterns are usu-
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Figure 3. Mathematical model for the signal generation according
to EMVA 1288 (EMVA, 2010).
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Figure 4. Propagation of phase deviations into the object space in
a fringe projection system with two cameras. The implementation
is based on a passive triangulation along a search vector in the z di-
rection.

ally recorded sequentially. The recorded intensity /; for each
pixel in the ith phase-shifted image can be written as

Li=LaB[l+ycos(p+y)] i=1,... M, (1)

where gy is the saturation intensity of the pixel, 8 the rela-
tive unmodulated intensity (illumination) and y the relative
fringe contrast (visibility), ¢ the unknown phase angle, ¥;
the applied phase shift and M the number of phase-shifted
images. The parameters § and y describe the local lighting
conditions for a given pixel independent of the camera. Both
are in the range of [0...1] with an additional constraint for
the maximum of B for a given y because I; should always
be smaller than Igy. The effect of 8 and y on the recorded
images can be visualized by means of a fringe pattern with
locally varying visibility and illumination as demonstrated in
Fig. 1. As can be seen, the optimal fringe contrast can be
achieved for 8 =0.5and y =1.

With the recorded intensities /; according to Eq. (1) the
corresponding unknown phase value can be calculated for
each pixel by means of phase-shift algorithms. A class of
widely applied algorithms is based on evenly spaced phase
shifts over one period (“symmetric M-step algorithms”),
with the famous four-step algorithm for M =4:

¢ -1 " T 3 ) @)
ang = = =m; —; 27 ).
¢ Ihy— 1 ! 2 2

3 Modelling and prediction of phase noise

For symmetric M-step algorithms a simple relation between
the absolute unmodulated intensity /', the intensity noise of
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Figure 5. Cropped camera views of the measured sphere with the
fringe pattern projected onto it.
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Figure 6. Visualization of the distribution of parameter 8 across the
measured ball bearing sphere as recorded by camera 1.

the image sensor o; and the phase noise o, can be found ac-
cording to Brophy (1990), Rathjen (1995) and Surrel (1997)

as
2 1o 21 1

Op =1 == =] . 3)
My '~ VMySNR

Although this expression is based on the assumption of
signal-independent Gaussian noise (o7 = const.), where the
signal-to-noise ratio (SNR) would increase linearly with the
unmodulated intensity I’, in Fischer et al. (2012) it has been
shown that it is also valid for a more complex expression of
SNR resulting from the advanced linear camera model of the
EMVA 1288 guideline (EMVA, 2010). Furthermore it has
been demonstrated in Fischer et al. (2012) and in more detail
in Fischer (2016) that Eq. (3) can be developed into a predic-
tion method that is able to estimate the phase noise directly
from the measured intensities. The basic physical model of
signal generation in a camera pixel is shown in Fig. 2, and
the resulting mathematical model in Fig. 3.

It can be seen that the fundamental process is a conver-
sion, first from the number of photons 7, to the number of
electrons n, with the total quantum efficiency 5 as the con-
version factor and second to digital grey values y with the
system gain K as the conversion factor. Three noise sources
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Figure 7. Visualization of the distribution of parameter y across
the measured ball bearing sphere as recorded by camera 1.
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Figure 8. Achieved coverage of the B- and y-parameter space of
both cameras available for the experiments. This can be considered
typical of a fringe projection measurement of an optically coopera-
tive surface.
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Figure 9. Empirically determined reference data for the stochastic
deviations of the measured z coordinate 07 emp.
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Figure 10. Estimated value according to the noise model o, mnod
corresponding to Fig. 9.

are then added to the model with the following assumptions:
the number of electrons n. is Poisson-distributed (0'62 = lLe),
the number of dark noise electrons nq is normally distributed
(m4q; 04), and the quantization noise is uniformly distributed
in [—1/2, 1/2]; thus, 0q2 =1/12. It should be noted that the
photon noise in the model subsumes two physical effects, as
the number of photons 7, emitted from the light source is
already a Poisson-distributed quantity. Additionally the de-
tection of the photons and the generation of the correspond-
ing number of electrons n. on the image sensor is a Poisson
process. Thus the resulting distribution, as the convolution
of both effects, is still a Poisson distribution. Therefore the
amount of photon noise in the image only depends on the
mean intensity of the observed light, and it can be completely
characterized by the camera model depicted in Fig. 3, with-
out an additional consideration of the light source.

For the four-step algorithm a simple relation between the
recorded intensities y; and the estimated phase noise oy mod
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Figure 11. Plot of a single data column of 0 emp and o; mod across

the pole of the sphere.

can be derived based on this camera model (Fischer et al.,
2012):

\/%(y1+y2+y3+y4)+N4
Op.mod =

“4)
01— y3)? + (2 — ya)?
with the combined noise constant N4 as
2( 2 1
Ny =2K (crd _ Md) e (5)

In the following it will be shown how the general phase-noise
estimation can be applied to a given measurement system and
further developed into a prediction method for the stochas-
tic coordinate deviations of the measured surface points. In
Sects. 4 and 5 this propagation of the phase noise into the
object space is described exemplarily for two different im-
plementations. As the focus of this paper is the prediction of
spatial noise caused by camera noise, which is the dominant
effect in optical measurements on cooperative surfaces in a
well-controlled environment, systematic effects have been
neglected in the noise model. To emphasize this, the term
“quality metric” instead of “uncertainty” is used when refer-
ring to this prediction in the following sections.

4 [Example 1: passive triangulation along a search
vector

The propagation of the stochastic phase deviations into the
object space depends on the actual implementation of the tri-
angulation strategy. In this first example a passive triangu-
lation along a search vector has been implemented, where
“passive” in this context means that the projection is only
used for the optical coding of the surface, whereas the actual
triangulation is done with two cameras. In this example an
iterative method is used, where each object point is found on
a regular xy grid along a search vector in the z direction of
a local workpiece coordinate system by minimizing the ob-
served phase differences d¢; and §¢, in both camera views.
The basic geometry of this process is depicted in Fig. 4; a
detailed description of the actual implementation and the ex-
perimental validation can be found in the following sections.
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Figure 12. Relative deviation of the estimated value o, o4 from
the empirically determined reference value o7 .emp.
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Figure 13. Relative stochastic deviation (precision) of the esti-
mated value 0, mod-

4.1 Heterodyne phase evaluation

The spatial coding of the surface via fringe projection is re-
alized by a combination of phase shifting and heterodyne
evaluation. The whole image sequence consists of 12 im-
ages: three slightly different fringe widths A1, Ao, A3 with
four phase shifts of /2 each. For each valid measurement
point this yields a phase value ¢, , . per camera index c,
pixel index p and fringe width index w, and in addition an
estimation for the phase noise 0 moq according to Eq. (4) as
a quality metric uc p -

Uc,p,w = Ogp.mod (c,p,w). (6)

For each pixel in both cameras the three independent phase
measurements have to be normalized to a reference fringe
width Aef =X and averaged with the variance of the spa-
tial coding (Ay, - U, p’w)z as an inverse weighting factor. This
results in the combined phase value ¢, , and the combined
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a fringe projection system with two cameras. The implementation
is based on a passive triangulation along a viewing ray of camera 1.

0 10
50 | 8
100 |
_ 6
g
8150 ~
H
BN b
4 ©
200 |
2
250 |
300 : 0
0 50 100 150 200 250 300

x [ pixel

Figure 15. Empirically determined reference data for the stochastic
deviations of the measured z coordinate oz emp.-
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4.2 Subpixel interpolation

Because the image coordinates are calculated with subpixel
resolution by means of a resection into the image plane, the
corresponding phase values have to be interpolated. In the
case of a bilinear interpolation that has been applied here, the
interpolated phase value ¢, can be calculated from the phase
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values @c.1...¢c 4 of the four surrounding pixels p=1...4
by a weighted summation with the corresponding subareas
ac,p as weighting factors:

4 4
Qc = Z(pc,pac,p with Zacyp =1. 9)
p=1 p=I1

The influence of this bilinear interpolation on the quality
metric can be incorporated as follows:

(e pac.p)’. (10)

4.3 Triangulation

For the propagation of the resulting estimated phase noise in
both camera views u and u, into the object space, the trian-
gulation principle depicted in Fig. 4 results in additional cou-
pling terms C1» and C»1 because of the applied minimization
of squared phase deviations. These coupling terms depend on
the partial derivative of the object coordinate z with respect to
the phase angles ¢ and ¢;. The influence of the imaging ge-
ometry is completely described by the local values of these
sensitivity coefficients. The structure of the coupling terms
results from the characteristic of the applied iterative solving
algorithm that a change in 6¢; varies z and consequently §¢;
and vice versa:

Cih = an
R
and
2
Cy = <8%) 12)

bz 2 + (2= >

3¢1 32
With these coupling terms the resulting standard deviation of
the estimated spatial noise 0, moq for a passive triangulation

along a search vector in the z direction can finally be calcu-
lated as

87 2 ¥4 2
Ozmod =4/ (41 —C12) +{u2—=Co ) . (13)
3¢ %)

4.4 Experimental set-up and methodology

For the experimental validation a photogrammetric fringe
projection system has been used, composed of two cam-
eras with a resolution of 1024 x 768 pixel and a digi-
tal projector with a resolution of 800 x 600 pixel. The
measurement volume is a cuboid with a size of about
20mm X 15mm x 10 mm. As the object under test a ball-
bearing sphere with a nominal diameter of 8 mm has been
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chosen. It has been prepared with an optically cooperative
surface by spraying with titanium dioxide. In Fig. 5 the views
of both cameras onto the prepared sphere are shown. Because
only the validity of the noise model is under investigation,
the geometric quality of the sphere, i.e. form deviations and
roughness, is not relevant in these experiments. A sphere has
been chosen because the curvature of the surface leads to a
good coverage of the 8- and y-parameter space in one single
measurement. The variation of the surface normal from the
pole of the sphere to the Equator results in a decrease in 8,
whereas the large aperture and the focusing onto the pole lead
to a small depth of focus and a decreasing y respectively. In
Figs. 6 and 7 the distribution of both parameters across the
sphere has been visualized exemplarily for camera 1.

The resulting parameter space of combinations of g and
y that is available for the experimental validation of the
noise model is shown in Fig. 8 for both cameras. The dif-
ference between the distributions for the two cameras could
be traced back to a slightly different aperture setting and a
small off-centre position of the sphere. The parameter space
covered by these experiments can be considered typical of a
measurement of optically cooperative surfaces with a fringe
projection system. A significantly different distribution is to
be expected when the measurement object is made out of
a volume-scattering material for example. In this case the
maximum visibility ymax Would be decreased, which in turn
would typically lead to an increased illumination § as the
exposure time could be adapted accordingly.

In addition to the object point z coordinate itself, which
is found by the iterative triangulation process, as described
above, Eq. (13) yields the corresponding estimated stochastic
deviations o, mod- The x and y coordinates compose a regular
grid with a spacing of 20 um in the conducted experiments.
The evaluation is based on a series of 800 repeated measure-
ments of the sphere, lasting for about 2.5 h. The subsequent
analysis has been conducted only with measurement points
that are valid across the whole measurement series, which
has been the case for a total of 103 449 points.

4.5 Experimental results

It has been deduced from the data that thermal influences lead
to varying inner and outer orientation of the cameras over the
course of the measurement series, resulting in an observed
movement of the point cloud. For the centroid of the point
cloud, a mean displacement in the z direction with a range of
about 160 nm and a standard deviation of about 27 nm can be
observed, which is not evenly distributed across the sphere.
This influence superimposes the empirical data shown in the
following sections and slightly affects the quality of the com-
parison between the empirically determined and estimated
spatial noise as the standard deviation for points with a high
quality is about 1 um.

From the whole series of 800 measurements, the empir-
ical standard deviation of the z coordinate 07 emp has been
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Figure 16. Estimated value according to the noise model o; 04
corresponding to Fig. 15.
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Figure 17. Plot of a single data row of 07 emp and 0; mod across
the pole of the sphere.

calculated. The results are shown in Fig. 9. Points measured
with good lighting conditions that are near the pole of the
sphere feature a spatial noise of the order of 1 um, whereas
this value increases to more than 5 um towards the bound-
ary of the point cloud. For the validation this reference value
has to be compared to the estimated spatial noise 0; g cal-
culated from a single measurement of the series according
to the noise model of Eq. (13). The results are shown in
Fig. 10, and it can be seen that this is indeed consistent with
Fig. 9. The very good agreement between empirical and es-
timated spatial noise can be better assessed in Fig. 11, where
a column of the original data across the pole of the sphere is
shown. It can be seen that both the low-frequency variations
and the high-frequency interpolation effects are correctly es-
timated by the model.

For a better assessment of the prediction quality over the
whole measured geometry, Fig. 12 shows the relative devi-
ation of the estimated value o, o4 from the empirically de-
termined reference value o; emp. There is a prominent low-
frequency structure, with the left side of the sphere having
negative deviations on average, whereas the right side more
often features positive deviations. This could be traced back
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Figure 18. Relative deviation of the estimated value o, 04 from
the empirically determined reference value o7 emp.

to the thermal influence discussed above. The circular high-
frequency structures on the left and on the right side are
caused by interpolation effects. They are visible in the empir-
ical data (Fig. 9) and the estimated values (Fig. 10) as well
but with different amplitude, leading to the observed devi-
ations. The reason for these differences could not be found
and this topic is under further investigation.

The relative deviation of the estimation is —3.48 % on
average with a standard deviation of 7.09 %. The negative
mean value implies that the estimated stochastic deviation is
slightly smaller than the reference value, which is plausible
as there are other influence factors besides camera noise. Fur-
thermore it has to be taken into account that a non-negligible
part of the deviations is caused by the statistical properties
of the reference itself. The confidence interval for the em-
pirical calculation of a standard deviation with n =800 and
k =2 is about £5 % and of the same order of magnitude as
the observed deviations.

The precision of the estimation method can be character-
ized by the distribution of 0, o4 across all measurements of
the series. The resulting distribution of the relative stochas-
tic deviations of o, mod, shown in Fig. 13, exhibits a mean
value of 3.61 %, a standard deviation of 1.52 % and maxi-
mum values of about 10 %. These stochastic deviations also
contribute to the observed deviations from the reference val-
ues discussed above. They are strongly correlated with the
expected spatial noise for the corresponding measurement
point, with the points near the pole (o, &~ 1 um) showing typ-
ical deviations of about 2 %, whereas in the boundaries of the
point cloud (o; ~ 5 um) this value increases to about 10 %.

5 Example 2: passive triangulation along a viewing
ray

Similarly to the first example discussed in Sect. 4, where ob-
ject points are found on a regular grid, the triangulation along
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Figure 19. Relative stochastic deviation (precision) of the esti-
mated value o, mod-

a viewing ray is also a passive technique where the 3-D infor-
mation is calculated from two camera views and the projector
is only used as an optical surface coding device. Viewing rays
in this context are the principal rays for the given imaging
geometry from each pixel through the common projection
centre of a pinhole camera model, including deviations from
the ideal imaging geometry by means of distortion terms. In
contrast to the triangulation along a vector in the z direc-
tion, in this triangulation method the object point position is
searched along these viewing rays of camera 1 until the spa-
tial coding information corresponds to the view of camera 2,
thus minimizing §¢;. The geometry of this method is shown
in Fig. 14.

5.1 Heterodyne phase evaluation

The spatial coding of the surface via fringe projection is re-
alized with the same method as described in Sect. 4.1, i.e. by
a combination of phase shifting and heterodyne evaluation
with an image sequence of 12 images: three slightly different
fringe widths with four /2 phase shifts each. Thus Eqgs. (7)
and (8) for the calculation of the combined phase value ¢ ,
and the combined quality metric u. , are also valid in this
example.

5.2 Subpixel interpolation

In the case of a viewing-ray-based triangulation method,
there is no need for subpixel interpolation in the first cam-
era view because the starting points of the viewing rays are
usually defined on pixel centre coordinates. The phase value
and quality metric for the first camera can then simply be
calculated from these pixel values:

p1=¢1,p and uy =uy p. (14)

Alternatively the starting point for viewing rays could be de-
fined as the corner of a pixel, incorporating information from
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all four surrounding pixels. Due to an averaging effect this
would decrease spatial noise as well as the structure resolu-
tion of the measurement. In this case subpixel interpolation
according to Egs. (9) and (10) has to be taken into account
for the first camera too. In the implementation considered in
this example however this is only necessary for the second
camera, where a corresponding image point is found by a
resection into the image plane, leading to non-integer pixel
coordinates in general.

5.3 Triangulation

As described above, the passive triangulation along a viewing
ray uses the same iterative approach to find an object point,
but in contrast to example 1 in this case it is bound to a spe-
cific viewing ray in the first camera. The point search is done
by moving the object point along this viewing ray and mini-
mizing the phase difference §¢; in the second camera view.
For the first camera, the image coordinates remain fixed to
specific integer values. Therefore the resulting standard de-
viation of the estimated spatial noise o, moq for a passive tri-
angulation along a viewing ray of camera 1 only depends on
the geometrical sensitivity of the second camera and can be
calculated as

8z \* 5z \* 8z 2 . 9
Oz.mod = Ml% + MZE Z% ui+us. (15)

5.4 Experimental set-up and methodology

The experimental set-up and methodology for the second ex-
ample are the same as described in Sect. 4.4; in fact, the raw
images of the identical measurement have been used for both
implementations. In this case the viewing rays of the first
camera define the measurement grid, which is non-regular
in object space due to optical distortions and the geometry
of the measurement object. The resulting distribution of the
distance between adjacent object points has a median value
of about 25 um. The number of measurement points that are
valid across the whole measurement series of 800 repeated
measurements is 59 925 in this case.

5.5 Experimental results

The experimental findings for this second example are in ac-
cordance with the findings of the first example described in
Sect. 4.5, and the results are qualitatively equivalent. The em-
pirical standard deviation of the z coordinate o emp is shown
in Fig. 15 and the estimated spatial noise o, noq in Fig. 16.
Here the spatial noise is slightly higher compared to exam-
ple 1, which results from the difference in the interpolation
schemes. As the starting point of each viewing ray of the first
camera is the pixel centre point, there is no averaging over
adjacent pixels. The large increase in o, on the right side of
the sphere is caused by the imaging geometry. On this side
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of the sphere the surface normal is nearly perpendicular to
the viewing rays, resulting in an increased sensitivity §z/5¢».
In Fig. 17 a row of the original data across the pole of the
sphere is shown. It can be seen that the spatial noise is cor-
rectly estimated by the model. Figure 18 shows the relative
deviation of the estimated value o, oq from the empirically
determined reference value o emp. It is —1.98 % on average,
with a standard deviation of 5.49 %. The precision of the es-
timation method, shown in Fig. 19, exhibits a mean value of
4.36 % and a standard deviation of 2.10 %. These values are
comparable to the findings for the first example.

6 Conclusion and summary

In this work a model-based approach for the estimation of
stochastic coordinate deviations, caused by camera noise in
phase-measuring optical 3-D measurement systems, has been
proposed. In the case of a fringe projection system measuring
an optically cooperative surface in a well-controlled environ-
ment this influence is the dominating factor.

Starting from a general phase-noise estimation the prop-
agation into the object space has been derived for two dif-
ferent triangulation methods. For both triangulation methods
the noise estimation has been experimentally validated and
the estimation quality, i.e. the precision and accuracy of the
estimated values, has been assessed. The precision of this es-
timation is better than 10 % for most of the measured points,
which can be seen as feasible for practical applications, es-
pecially given the fact that such information is generally not
available at all for most industrial applications. These esti-
mated spatial noise values can be used for further data pro-
cessing as a point quality metric. Although in this work the
deviations have been simplified to scalar z components for
illustration purposes, their vectorial property has to be taken
into account if these estimated deviations should be used as
weighting factors in a sphere fit for example. In this case they
have to be projected to radial deviations to yield meaningful
values.

Data availability. The data presented in this paper have been gen-
erated by means of repeated measurements with a fringe projec-
tion system and consist of several hundred images of a ball-bearing
sphere. The image series itself does not carry any scientifically
relevant meaning besides demonstrating the prediction method de-
scribed in this work. The experiments can easily be reproduced with
other fringe projection systems. Therefore, the image series is not
available online, but the authors will provide sample data upon re-
quest.
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