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Abstract. For a reaction between a gaseous phase and a liquid phase, the interaction between the hydrodynamic
conditions, mass transport and reaction kinetics plays a crucial role with respect to the conversion and selectivity
of the process. Within this work, a sensor system was developed to simultaneously characterise the bubble dy-
namics and the localised concentration measurement around the bubbles. The sensor system is a combination of
a digital Mach–Zehnder holography subsystem to measure bubble dynamics and a confocal Raman-spectroscopy
subsystem to measure localised concentration. The combined system was used to investigate the chemical ab-
sorption of CO2 bubbles in caustic soda in microchannels. The proposed set-up is explained and characterised
in detail and the experimental results are presented, illustrating the capability of the sensor system to simulta-
neously measure the localised concentration of the carbonate ion with a good limit of detection and the 3-D
position of the bubble with respect to the spot where the concentration was measured.

1 Introduction

The main application of gas dispersion in industry is to trans-
fer gas into liquid, for instance in order to run a chemical
reaction (Deen et al., 2012; Jakobsen, 2008). In the chem-
ical industry, bubble columns are a widely used tool, espe-
cially for reactions that require a large liquid hold-up and
long liquid-phase residence times without the need for a nar-
row residence time distribution (Deckwer, 1992; Deen et al.,
2012; Jakobsen, 2008). However, a realistic description and
prediction of industrially relevant reactive bubbly flows has
been a challenge until now (Deckwer, 1992; Deen et al.,
2012; Jakobsen, 2008). Thus, the complex problem is scaled
down to single bubbles and bubble chains in order to gain in-
sight into the processes of hydrodynamics and mass transfer
in reactive two-phase flows and how they influence the con-
version and selectivity of the desired products. In this paper,

a Taylor flow set-up is studied. The Taylor flow is a gas–
liquid flow in microchannels that consists of elongated bub-
bles that take up almost the whole cross section of the chan-
nel separated by liquid slugs (Sobieszuk et al., 2012; Kashid
et al., 2011; Gupta et al., 2010; Angeli and Gavriilidis, 2008).
To enable a close look into the difficult interactions of mul-
tiphase flows, a noninvasive measurement technique is re-
quired to avoid the disruption of the hydrodynamic flow field.
Additionally, there is a need for two different measurement
techniques. On the one hand, the fluid dynamics should be
monitored to gain information about the bubble size and form
and to obtain information about the velocity trajectories of
the gaseous and the liquid film. On the other hand, a sensi-
tive tool for quantitative measurements of the concentration
is necessary. Both should be operable with high temporal and
spatial resolution to monitor highly anisotropic and transient
conditions.
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For the first aspect, the bubble dynamics, real-time shad-
owgraphy has emerged as the most common tool with ad-
vances in high-speed cameras. Thoroddsen et al. (2008) and
Versluis (2013) present overviews of the various techniques
of shadowgraphy and its application in the domain of fluid
dynamics. It involves taking shadow images of objects illu-
minated by light sources, such as high-power LEDs (Gebauer
et al., 2016) or lasers with different beam geometries (Lind-
ken and Merzkirch, 2002; Sathe et al., 2010; Tokuhiro et al.,
1999), at very high frame rates. Although this technique is
simple and robust, it suffers from a few limitations. The fore-
most limitation of shadowgraphy is the need for the object to
be in focus. The bubbles move frequently in and out of the
focal plane, and this limits their detection as they appear de-
focussed in the image and its surface position cannot be eas-
ily extracted. Secondly, if there are multiple objects present
with overlapping positions along the direction of light, they
appear as single objects in the shadow image and cannot be
distinguished from each other. As this is often the case with
bubbles, shadowgraphy might result in measuring the wrong
geometric dimensions and the number of the objects in real-
ity. Lastly, with this technique only the 2-D position of the
object can be determined in the focal plane. In order to deter-
mine the 3-D position of the object, shadowgraphy must be
performed from at least two different optical axes (preferably
perpendicular to each other). In many cases, it is physically
not possible to have multiple optical axes due to spatial con-
straints and limited optical access.

The use of digital holography techniques (Kim, 2010;
Orlov et al., 2010; Desse and Olchewsky, 2016), like Mach–
Zehnder off-axis holography (Toker, 2016), eliminates the
disadvantages of the shadowgraphy technique at the expense
of more computation power for reconstructing the holo-
grams. For this technique, lasers are used as coherent light
sources to record the phase and intensity of the light trans-
mitted through the object as interference patterns in the holo-
grams. This is achieved by splitting the coherent beam into
two parts, and only one part is allowed to pass through the ob-
ject before finally recombining them to capture the hologram.
Afterwards, the holograms are reconstructed and digitally fo-
cussed to obtain a sharp image and the 3-D position of the ob-
ject. Lebrun et al. (2011) and Tanaka and Murata (2012) have
used similar holographic techniques to measure the size and
position of bubbles. However, both works present an in-line
holographic technique which suffers from distortion caused
by overlapping of the twin image (Mico et al., 2010). On
the other hand, the digital Mach–Zehnder off-axis hologra-
phy presented in this paper allows for the digital separation
of the twin image and is capable of extracting the sharp edges
of the bubbles.

For the second aspect, the concentration measurement,
only noninvasive techniques can be used as any invasive
method alters the hydrodynamics within the system. Con-
focal Raman spectroscopy provides high spatial resolution
along with high selectivity for concentration measurement.

It is a measurement technique commonly used in chemistry,
since it provides information concerning the chemical bonds
and the symmetry of the molecules. Within the last decades,
the method has been further developed for in situ process
analysis and reaction monitoring in research, pharmaceutical
operations and the chemical industry (Fletcher et al., 2003;
Kessler et al., 2016; Lewis, 2001; Vankeirsbilck et al., 2015;
Rantanen, 2007). At the Institute for Micro Process Engi-
neering, previous work was done on the development of an in
situ laser Raman system to examine mixing processes (Rinke
et al., 2011) and the kinetics of the oxidation of cyclohexane
(Fräulin et al., 2013, 2014). For gas–liquid flows, the Ra-
man set-up had to be enhanced by replacing the previously
used continuous-wave laser by a pulsed laser as an excitation
source.

In this paper, we present a sensor system to simultaneously
measure the bubble dynamics and the spatially resolved con-
centration. The bubble position in the sensor system was
determined using digital Mach–Zehnder holography, while
the concentration was measured using confocal Raman spec-
troscopy. Both of the techniques were synchronised and op-
erated simultaneously. An analysis system combining laser
Raman spectroscopy and holography was previously used by
Ferrara et al. (2015, 2016) as well as by Pavillon and Smith
(2015) to study biological samples, e.g. the morphology and
molecular composition of cells and cell components. In order
to avoid the disruption of the immobilised organic sample,
they used continuous-wave Nd:YAG lasers with low power.
In contrast to this, we use high-power pulsed lasers to pro-
vide the short integration times that are necessary for tran-
sient two-phase flows.

2 A combined Mach–Zehnder holography and
confocal Raman-spectroscopy sensor system
set-up

The sensor system consists of two subsystems, as depicted on
the left side of Fig. 1, one for the bubble dynamics measure-
ment and another for localised concentration measurements
below the bubble. The Taylor flow set-up investigated in this
paper is illustrated on the right side of Fig. 1. It includes a
transparent microchannel (O) made up of borosilicate glass
with a nominal rectangular cross sectionO ′ (shown in the top
left of Fig. 1) of 2× 2 mm and a wall thickness of 0.3 mm.
The contacting of the gas and the liquid phase occurs directly
at the bottom of the rectangular microchannel with a small
capillary which serves as a needle injector. It provides a ver-
tical upward flow of alternating bubbles and slugs. The liquid
is metered by a syringe pump. A mass flow controller is used
to adjust the gas flow rate. The first tests were conducted us-
ing a non-reactive Taylor flow between air and water with
varying flow rates. For the chemical absorption of CO2 in
caustic soda, the flow rates were set to 0.5 mLmin−1 for the
liquid phase and 17 mLmin−1 for the gaseous phase.
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Figure 1. A combined Mach–Zehnder holography and confocal Raman-spectroscopy sensor system set-up. (a) The digital Mach–Zehnder
holography subsystem, (b) the confocal Raman-spectroscopy subsystem (c) and the Taylor flow set-up.O is the side view of the microchannel
and O ′ is the top view viz. the cross section of the capillary.

The sensor system is composed of the digital Mach–
Zehnder holography subsystem for the measurement of bub-
ble dynamics, as illustrated in Fig. 1 (top left), and the confo-
cal Raman spectroscopy for the localised concentration mea-
surement, also shown in Fig. 1 (bottom left). The Cartesian
coordinate system in the set-up is also introduced in Fig. 1.
These two optical subsystems are aligned to the two perpen-
dicular optical axes of the rectangular microchannel, i.e. the
optical axis along the z direction of O ′ is used by hologra-
phy and the optical axis along the x direction ofO ′ is used by
Raman spectroscopy. This arrangement facilitates the simul-
taneous measurement of the position of a rising bubble and
the concentration at a fixed calibrated point within the mi-
crochannel. The distance between the spot where the concen-
tration measurement is performed and the lowermost point of
the bubbles is extracted from the reconstructed hologram. A
set of measured data points with the concentration measure-
ment and the correlated distance to the bubble will provide
the concentration profile of specific regions around the bub-
ble.

2.1 Digital Mach–Zehnder off-axis holography
subsystem

In this holographic technique, a laser beam is divided into
two equal parts, but only one is made to pass through the
object. Afterwards, both of the beams are directed and re-
combined to capture the interference pattern with a digital
image sensor. This interference image, known as the holo-
gram, encodes the intensity as well as the phase information
about the object as intensity profiles. A simplified diagram
of this holographic technique is shown in Fig. 1 (top left).

A helium–neon (HeNe) laser (λ= 633 nm) is chosen as the
coherent light source due to its stable performance and high
coherence length. The parallel beam of this laser is focussed
into a monomode glass fibre, OF, with a 4 µm core diame-
ter using the coupler L1. On the other end of the fibre, the
diverging beam is collimated to a beam with a diameter of
10.8 mm (1/e2 level of the Gaussian intensity distribution)
using the fibre collimator L2. The ends of this fibre have a
cut-off angle of 8◦ to prevent reflection back into the laser.
The small core diameter also acts as a pinhole within a spa-
tial filter for a high-quality collimated beam. This collimated
beam is cropped by a variable aperture A and then split into
two perpendicular beams by the beam splitter BS1 with an
intensity ratio of 50 : 50. The beam including the object O in
its optical path is referred to as the object beam and the other
is the reference beam. Both the object beam and the refer-
ence beam are directed by mirrors M1 and M2, respectively,
to the second beam splitter BS2. The angles at which they
meet (θx and θy) at the camera sensor determine the fringe
pattern of the hologram and the position of the twin image.
The hologram is recorded using a customised real-time pro-
cess analysis system developed at the Institute for Parallel
and Distributed Systems. This system features a high-speed
1696× 1710 pixel CMOS sensor with a pixel size of 8 µm.
It allows for real-time imaging with an exposure time as low
as 80 ns and frame rates up to 485 fps at full resolution. The
short exposure time makes the holographic set-up resistant
to vibrations in the experimental set-up. Due to the huge
volume of data generated by the sensor, it is connected to
a powerful field-programmable gate array (FPGA) to pro-
cess the data and to apply image processing algorithms, like
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holographic reconstructions, directly in the real-time process
analysis system.

With the x− y plane along the plane of the CMOS sen-
sor and the z axis perpendicular to the plane of the CMOS
sensor, the intensity distribution in the plane of the hologram
is given by h(x,y,0)= |O(x,y,0)+R(x,y,0)|2 (Picart and
chang Li, 2013), where O(x,y,0) and R(x,y,0) represent
the complex waves of the object beam and the reference
beam in the hologram plane, respectively (for simplicity they
are henceforth referred to as just O and R). The intensity
distribution can be expanded as h= (O +R)× (O +R)∗ =
|O|2+|R|2+OR∗+RO∗. In order to reconstruct the holo-
gram, it is illuminated by the same reference wave as the one
it was captured with. The reconstructed intensity of the im-
age is given by

I = hR = (|O|2+ |R|2)R+OR∗R+RO∗R

= (|O|2+ |R|2)R+O|R|2+O∗R2. (1)

The reconstructed image has three components, as shown
in Eq. (1). The first term represents the undiffracted wave
passing through the hologram. It is the zero-order term,
which only influences the overall brightness of the hologram.
The second term represents the reconstructed object wave
multiplied by a constant factor which forms the virtual im-
age. The third term represents a defocussed real image of
the object commonly referred to as the twin image. Among
these three terms, only the second term contains useful infor-
mation. To remove the zero-order component, a 3× 3 pixel
averaging filter is applied to the hologram and the result is
subtracted from the original hologram. While reconstructing
the resulting hologram, the zero-order component is removed
but the twin image remains. The position of the twin image
depends on the angles at which the object beam and the ref-
erence beam meet at the plane of the hologram (θx and θy).
In the case of in-line holography (Gabor, 1948), θx and θy
are set to 0◦ and the twin image overlaps with the virtual im-
age of the object. In the case of off-axis holography (Leith
et al., 1965), the two angles (θx and θy) allow for the spa-
tial separation of the twin image from the virtual image in
the reconstructed plane. However, careful attention must be
paid to the adjustment of θx and θy , which must not exceed
a maximum value θmax for which the carrier frequency of
the hologram is equal to the Nyquist frequency of the sensor
(Cuche et al., 2000):

θx,θy ≤ arcsin
(

λ

21pix

)
, (2)

where λ is the wavelength and 1pix is the pixel size of the
CMOS sensor. In the presented set-up, θmax is determined to
be 2.26◦. The twin image is thus separated spatially by ad-
justing M1 and M2 along with the rotation of BS2 as shown
Fig. 1 (top left).

2.1.1 Digital reconstruction

In digital holography, the captured hologram is reconstructed
numerically at different planes in the direction of the object
beam (z direction). The most commonly used reconstruc-
tion algorithms are the Fresnel transform, the angular spec-
trum and the convolution algorithm (Huaying et al., 2009).
All of these algorithms are based on the fast Fourier trans-
form (FFT) and are highly resource consuming when imple-
mented on FPGAs. The Fresnel transform approach involves
the computation of only one FFT, while the angular spec-
trum and convolution algorithm require the computation of
two and three FFTs, respectively. As we intend to apply the
system in real time on an FPGA with limited resources, we
chose the Fresnel transform as the digital reconstruction al-
gorithm. The reconstructed image U (x,y,z) at a distance of
z obtained by the Fresnel transform is given by the equation

U (x,y,z)=
eikz

ikz
exp

(
ik

2z
(x2
+ y2)

)
F
{
h(x0,y0)exp

(
ik

2z
(x2

0 + y
2
0 )
)}
, (3)

where h(x0,y0) is the hologram, λ is the wavelength, k is the
wavenumber and F{} denotes the Fourier transform which
is implemented digitally with the FFT. The computation in-
volves three steps:

– multiplying the intensities of the hologram h(x0,y0)
with a complex exponential factor;

– computing a 2-D FFT of the product; and

– multiplying it with another complex exponential factor.

The size of the pixels in the reconstructed image at a distance
z is given in the literature by

1x =1y =
λz

1pixN
, (4)

where 1pix is the pixel size of the camera and N is the num-
ber of pixels in a row or column. The reconstructed pixel
size is directly proportional to z. Thus, reducing the distance
of the object with respect to the camera results in a higher
resolution. However, as z decreases, the field of view also de-
creases and the spatial separation of the twin image becomes
more difficult. Hence, a trade-off has to be achieved between
the resolution, the measured area and the spatial separation
of the twin image.

The reconstruction distance z is given as an input parame-
ter to the reconstruction algorithm. In order to find the posi-
tion of the object along the z axis, reconstruction is done over
a range of values for z and the distance at which the sharpest
image is obtained is considered the depth of the object, i.e.
the position of the object in the z direction. In order to deter-
mine the sharpest image, a digital autofocussing algorithm is
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(a) (b)

Figure 2. (a) A captured hologram of the USAF target and (b) a reconstruction of the hologram.

Figure 3. The variance plot of the hologram reconstruction in Fig. 2
at different planes in the z direction.

used. Of the various autofocus evaluation functions, like the
variance of grey level function, the weighted Fourier spectral
function and the standard deviation correlation function, the
variance of grey level is the most sensitive to detect sharp
images (Wang et al., 2009). It is hence chosen to determine
the depth of the object. With this method, the measure for the
sharpness of an N ×N image I is given by the variance Var:

Var=
1
N2

N∑
m=1

N∑
n=1
[I (m,n)−

1
N2

N∑
m=1

N∑
n=1

I (m,n)]2. (5)

The distance z at which the reconstructed image has the max-
imum value of Var is the depth of the object.

In order to experimentally determine the resolution of
the holographic system, a USAF target with elements from
group 2 to group 7 was used as the object under testing. This
USAF target was mounted on a three-axis linear stage with
precision steps of 10 µm. The position of the mirrors M1 and
M2 along with the rotation of the beam splitter BS2 were
adjusted to obtain an optimum spatial separation of the twin
image as explained in Sect. 2.1.

The hologram of the USAF target was captured by the
CMOS sensor with an exposure time of 200 ns and is de-
picted in Fig. 2 (left) with a laser output power of 10 mW.
The combination of the laser output power and the expo-
sure time of the CMOS sensor was chosen in such a way
that a hologram with good contrast was recorded. Before re-
construction, the hologram was pre-processed to remove the
zero-order term as explained in Sect. 2.1. The Fresnel trans-
form was applied to obtain the reconstructed image presented
in Fig. 2 (right). As discussed before, it contains the sharp
virtual image and an unfocussed real twin image. However,
due to the off-axis arrangement, they are spatially separated
in the reconstructed plane.

For an automatic detection of depth, the autofocus vari-
ance measure was calculated only in the region of the virtual
image and plotted for reconstructed images with different z
planes. This variance plot is shown in Fig. 3. The z posi-
tion, where the value of variance Var is maximum, reveals
the depth of the object. In the above case, the maximum is at
a distance of 161.65 mm in the z direction with respect to the
CMOS sensor. The two subpeaks in Fig. 3 correspond to the
two surfaces of the USAF target, which has a substrate thick-
ness of 1.5 mm, and the line pair patterns (120 µm thick) are
on the back surface of the substrate. Hence, the second peak
corresponds to the USAF pattern and has a higher variance.

www.j-sens-sens-syst.net/6/223/2017/ J. Sens. Sens. Syst., 6, 223–236, 2017



228 J. Guhathakurta et al.: Simultaneous in situ characterisation of bubble dynamics

2.1.2 Accuracy and uncertainty in the position
measurement

A direct analysis of the resolution from the reconstructed im-
age of the USAF target in Fig. 2 (right) reveals that the small-
est line pairs which are distinguishable in both the horizontal
and vertical direction are of group 5 element 3. According
to the USAF resolution charts, this corresponds to a system
resolution of 40.3 lpmm−1. For the uncertainty in the posi-
tion measurement of the bubble in the x and y direction, the
size of the pixels in the reconstructed plane has to be de-
rived experimentally (1xe & 1xe ) according to the Guide to
the Expression of Uncertainty in Measurement (GUM; ISO,
2004) and shall be compared to the value (1pix) in Eq. (4).

The accuracy of the position measurement depends on the
pixel size in the reconstructed plane. The pixel size in both
directions (1xe and 1ye ) in the reconstructed plane is calcu-
lated experimentally by counting the number of pixels corre-
sponding to a fixed known length D. The uncertainty in the
fixed known length u(D) should also be known. By count-
ing the number of pixels representing this fixed length D in
the reconstructed plane, the pixel size is determined. By re-
peating this process i times, the average pixel count p and
the uncertainty in the average pixel count u(p) is calculated
according to GUM type A with the following equation:

u(p)=
s(p)
√
i
, (6)

where s(p) is the standard deviation of the values of p, and i
is the number of measurements. The experimental pixel size
(1xe and 1ye ) in the reconstructed plane is given by

1xe =1ye = f (D,p)=
D

p
. (7)

According to the propagation of uncertainty in GUM (ISO,
2004), the uncertainty of1xe and1ye , represented by u(1xe )
and u(1ye ), is given by

u(1xe )= u(1ye )

=

√(
∂f

∂D

)2

× u2(D)+
(
∂f

∂p

)2

× u2(p)

=

√
u2(D)
p
×−

D u2(p)

p2 . (8)

To experimentally determine the accuracy in the lateral
plane, a custom target is used in place of the Taylor set-up.
The target contains concentric circles of known sizes and has
a structure tolerance of 0.5 µm per edge. A hologram is cap-
tured with this target and the reconstructed image is anal-
ysed to determine 1pix. One of these holograms and its re-
construction at the plane z= 155.850 mm is shown in Fig. 4.

The fixed known length D is taken to be the diameter of
the largest circle in the reconstructed image in Fig. 4 (right).

Table 1. The number of pixels along the diameter.

Angles 0◦ 45◦ 90◦ 135◦

p 133 134 134 135

The diameter of the largest circle is known to have a length
D of 1000 µm and an uncertainty u(D) of 1 µm. In order to
count the number of pixels, p, corresponding to the diameter
of this circle, the intensity profile of each row of the region
containing the circle is plotted. A threshold value is deter-
mined using the Otsu (1979) method, and the pixels between
the left and right edge on the circumference of the circle are
counted. The row having the maximum number of pixels be-
tween the left and right edge on the circumference of the cir-
cle corresponds to the diameter of the circle. An intensity
profile of the diameter row is plotted in Fig. 5.

The number of pixels along the horizontal axis (0◦) was
determined to be 134. The diameter is also measured along
three other axes at 45, 90 and 135◦. For this, the reconstructed
image is rotated with the respective angle and the number of
pixels along the diameter is obtained as explained previously.
The angles were chosen in a way that minimises the interpo-
lation errors caused by image rotation. The number of pixels
along the diameter at the four different angles is shown in
Table 1.

From Table 1, the average pixel count along the diame-
ter p is calculated to be 134 pixels with a standard devia-
tion s(p) of 0.8165 pixels; i is 4. Therefore, from Eq. (6),
u(p)= 0.4083 µm. The experimental pixel size (1xe and
1ye ) in the reconstruction plane is calculated from Eq. 7 to be
1xe =1ye = 7.46 µm, and from Eq. (8) we calculate the un-
certainty of 1xe and 1ye to be u(1xe )= u(1ye )= 0.02 µm.
Hence, the experimentally calculated reconstructed pixel size
is 1xe =1ye = 7.46 ± 0.02 µm, whereas the reconstructed
pixel size (1x & 1y) calculated from Eq. (4) is 1x =1y =
f (D,p)= 7.58 µm, where λ is 658 nm, z is 156.5 mm, 1pix
is 8 µm and N is 1696. It is observed that these values are
in good agreement with the experimental values. The minor
variation might result from instabilities in the laser wave-
length and intensities.

For the accuracy of the position measurements in the z di-
rection, the object is kept fixed and repeated holograms were
captured j times. These holograms were reconstructed to
determine the z position of the object. Theoretically, they
should have the same z value. However, the experimentally
determined depth deviates due to various factors like the laser
wavelength fluctuation, laser intensity fluctuation, vibration
and image noise. From the j number of extracted z values,
the uncertainty in the position measurements along the z di-
rection u(z) is given by the standard deviation s(z):

u(z)= s(z)=

√∑j

k=1(zk − z)2

j − 1
, (9)
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(a) (b)

Figure 4. (a) A captured hologram of the custom target and (b) a reconstruction of the hologram.

Figure 5. The intensity profile of the row corresponding to the di-
ameter of the circle.

where z is the mean of the extracted z values.
Repeatedly, 100 holograms were captured with the target

kept fixed (j = 100). For each hologram, reconstruction and
autofocussing was performed to determine the position of the
object along the z axis. The raw experimental data are pre-
sented in the Appendix in Table A1. The mean z position was
calculated to be 153.15 mm with a standard deviation, s(z),
of 0.012 mm. From Eq. (9), the uncertainty in the position
measurement along the z direction u(z) is calculated to be
u(z)= 11.94 µm.

2.2 Laser Raman-spectroscopy subsystem

The confocal Raman-spectroscopy subsystem uses a pulsed
Nd:YAG laser with a wavelength of 532 nm. The pulsed laser
is operated at 5 Hz of frequency to provide thermal stabil-
ity. The set-up of the subsystem is illustrated in Fig. 1 (bot-
tom left). The pulses are directed through a microscope via
an open light path with dielectric and dichroic mirrors (DM
in Fig. 1; bottom left). An objective, L3 in Fig. 1 (bottom
left), with a magnification factor of 40 is used to focus the
laser light into a fixed spot (F in Fig. 1; bottom left) in the
microchannel. The 40× objective possesses a working dis-
tance of 4 mm; see Fig. 6 (left). It is also possible to re-
place the latter with a 4× objective, shown in Fig. 6 (right),
in order to facilitate focussing on the right spot. The maxi-
mum optical energy focussed at this spot was experimentally
determined to be approximately 5 mJ. This focal spot, F, is
within the area visible in the reconstructed holograms from
the Mach–Zehnder holography subsystem. The position of
F in the reconstructed hologram is determined by calibra-
tion. Since a 360◦ arrangement is used, the scattered light,
Rayleigh scatter and wavelength-shifted Raman scatter, are
directed back on the same optical path. The Rayleigh scatter
is separated from the Raman scatter with a dichroic mirror
(DM), which reflects the light with a wavelength of 532 nm.
After the dichroic mirror, the Raman light is coupled into an
optical fibre (OF) with a core diameter of 50 µm. The op-
tical fibre leads the Raman light into the spectrometer. The
diameter of the fibre acts as a pinhole to obtain a confocal
arrangement for a good depth resolution. The spatial resolu-
tion was checked before experimentation using a continuous-
wave laser, instead of the pulsed laser, with a similar arrange-
ment. It was determined to be about 5 µm× 5 µm in the lat-
eral direction and 40 µm in depth (Fräulin et al., 2014). A
thermoelectrically cooled CCD camera is connected to the
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Figure 6. The experimental set-up for the combined Mach–Zehnder holography and confocal Raman-spectroscopy sensor system to inves-
tigate the bubble dynamics and the localised concentration measurement simultaneously in a Taylor flow.

Figure 7. The reconstructed holograms from the experimental set-up shown in Fig. 6 from which the bubble position is extracted.

spectrometer. The data are transferred to the “WinSpec” soft-
ware (Princeton Instruments, a division of Roper Scientific,
Inc., Trenton, NJ 08619), which allows for the triggering of
the spectrometer to single laser pulses. Another CCD camera
is mounted on the microscope tube to capture an image of the
place where the focus is located. This is used for calibration
purposes to determine the exact position of the focal spot in
the reconstructed hologram.

The sensitivity of the Raman system for small signals is
determined by the limit of detection, LOD, given by

LOD=
N3δ

I (i)
c(i), (10)

where I (i) is the intensity of the characteristic signal of com-
ponent i, c(i) is its concentration and N3δ is the noise calcu-
lated by multiplying the standard deviation δ of the spectra
in a region without any characteristic signal by a factor of 3.

3 Experimental results

Both the digital Mach–Zehnder holography subsystem and
the confocal Raman-spectroscopy subsystem were integrated

and constructed into a single synchronised system as shown
in Fig. 6. The left image in Fig. 6 shows the overall sys-
tem, while the right image in Fig. 6 shows a zoomed-in view.
In Fig. 6 (left), 1 depicts the microscope for confocal Ra-
man spectroscopy, 2 depicts the CMOS sensor and 3 de-
picts the FPGA. The microchannel of the Taylor flow set-
up, marked as O in Fig. 6, was mounted on a movable stage,
which is 4 in Fig. 6. For the direction in the plane of the
microchannel cross section, micrometre adjusting screws are
used. The height is tuned on a threaded rod. The entire set-up
was mounted on a vibration-stabilised optical bench (5). The
naming conventions of the components in Fig. 6 (right) are
in correspondence with Fig. 1.

First, the bubble dynamics measurements were conducted
with air and water in the microchannel (Sect. 3.1). Thereafter,
experiments were performed to analyse the CO2 absorption
in caustic soda to verify the functionality of the entire sys-
tem as a whole (Sect. 3.2). The results are presented and dis-
cussed in the subsections below.
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Figure 8. The reconstructed holograms from the experiments with CO2 absorption in caustic soda showing the mixing and turbulence of the
chemical compounds.

Figure 9. The calibration plot for the known CO−2
3 concentration

against the normalised intensity.

3.1 Bubble dynamics

Water and air were used as the liquid and the gaseous phase,
respectively, and bubbles with sizes from 1–5 mm were in-
duced into the microchannel. This Taylor flow set-up was
placed within the object beam of the holographic set-up, and
holograms were captured.

The reconstruction of the hologram was done at a range of
z planes within the microchannel, and the autofocussing al-
gorithm was used to select the plane containing the rearmost
point of the tailing edge of the bubble lying on the interface
between the gaseous and liquid phase; this is hereafter re-
ferred to as the lowermost point of the bubble. Such recon-
structed planes of the bubbles in the Taylor flow are shown
in Fig. 7. The depth of these planes corresponds to the z po-
sition of the lowermost point of the bubble. For the x and y
positions of the lowermost point of the bubble, edge detec-
tion with image processing algorithms was performed to find
the pixel corresponding to the lowermost point of the bubble;

the actual position is given by multiplying this pixel position
with the pixel pitch of the reconstructed plane (as given by
Eq. 4). Hence, the 3-D position of the lowermost point of the
bubble in the microchannel is determined.

Apart from the ability to measure the 3-D position, the dig-
ital Mach–Zehnder holography technique has another major
advantage. It is a lensless measurement technique, and hence
the need for expensive lenses and the practical focussing
problems of shadowgraphy are completely eliminated. Al-
though this technique involves a computation-intensive re-
construction step, it does not limit the speed of tracking the
bubble position as the holograms are recorded continuously
and the reconstruction is a post-process independent of cap-
turing the holograms.

Furthermore, it was observed that during the investigation
of CO2 absorption in caustic soda, the mixing and turbulence
in the fluid phase of the reaction are visible in the recon-
structed hologram as seen in Fig. 8. They result from the
inner circulations within the slug in the wake of the bub-
ble (Gupta et al., 2010; Sobieszuk et al., 2012; Talimi et al.,
2012), thus creating a concentration profile of the carbonate
ion within the slug. This is visible due to the change in the
refractive index, but it cannot be quantitatively analysed with
high spatial resolution, since it is an integrated value along
the depth of the capillary. Thus, this technique may also be
used to qualitatively study the behaviour of mixing and tur-
bulence in bubbly flows. It was often observed that the lower-
most point of the bubble was not exactly in the centre of the
microchannel, and the turbulence was asymmetrical; hence
the need for 3-D measurements.

3.2 Simultaneous concentration measurements

Concentration measurements with the confocal Raman sub-
system were performed with CO2 absorption in caustic soda.
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Figure 10. The experimental results of the simultaneous bubble position measurement and localised concentration measurement of CO2
absorption in caustic soda.

As the bubble rises along the microchannel, CO2 is absorbed.
The bubble length hence decreases. Under the assumption
that the pH is higher than 12, the absorbed CO2 reacts rapidly
to the carbonate ion CO−2

3 according to the carbonate equi-
librium. The Raman spectrum shown in Fig. 10 is taken with
one single laser pulse. The energy of one single laser pulse
was experimentally measured to be 5.1 mJ after the objective
in front of the microchannel. For a first test, we positioned the
microchannel using the adjustment screws in such a way that
the laser focus is positioned in the middle of the cross section
at a distance of 207 mm from the gas–liquid contacting.

The simultaneous measurement of the 3-D bubble position
and the localised concentration measurement is presented in
Fig. 10. The spectrum on the right side of Fig. 10 is shaped by
a broad characteristic signal of the aqueous solution at 3200
to 3800 cm−1. This signal was used to normalise the spectra.

The characteristic signal of the carbonate ion is detected at
a wave number of 1080 cm−1. It was calibrated by taking the
Raman spectra of samples with a known concentration of the
carbonate ion. According to Fig. 9, this resulted in a linear
dependency of the concentration on the intensity. Thus, the
concentration in the spectrum shown in Fig. 10 is determined
to be 0.19 molL−1. The position of the lowermost point of
the 3-D bubble was extracted from the hologram as 9270,
9828 and 176 000 µm, and the 3-D position of the focal spot
for the concentration measurement was determined by cal-
ibration to be 9409, 10 315 and 176 600 µm. From this, the
Euclidean distance between the lowermost point of the bub-
ble and the focal spot, where the concentration measurement
was performed, is calculated to be 785 µm. Thus, the concen-
tration of the carbonate ion at the focal spot is 0.19 molL−1

with the correlated 3-D distance between the focal spot and
the lowermost point of the bubble being 785 µm.

Several spectra were taken at the same position. The mean
concentration of the carbonate ion was determined to be
about 0.20 molL−1

± 0.03 molL−1. The sensitivity of the
Raman system for small signals is determined by the LOD

according to Eq. (10). The standard deviation δ for one
single spectrum is about 5.6 cts. With a mean intensity of
the carbonate signal of 69.5 cts, this results in an LOD of
0.05 molL−1.

4 Conclusions

A noninvasive sensor system for the simultaneous in situ
characterisation of bubble dynamics and spatially resolved
concentration measurements is presented in this paper. The
sensor system is a combination of two subsystems tuned to
investigate bubbly flows. The digital Mach–Zehnder hologra-
phy subsystem performs the measurement of real-time bub-
ble dynamics, while the confocal Raman-spectroscopy sub-
system measures the concentration at a localised spot.

Although measuring the dynamics of the bubble with
a digital Mach–Zehnder holographic technique requires
a computation-intensive reconstruction step, it provides a
unique capability to extract the 3-D position of the bubble
with a single camera set-up. As a lensless technique, it is
not limited to bubbles in one single plane. Hence, it allows
for the detection of freely moving bubbles within the ob-
served 3-D volume. This is a further advantage as the bub-
bles generally have random motions. The high-speed CMOS
sensor attached to an FPGA in the system achieves a very
low exposure time (200 ns), making the system fast, ro-
bust and immune to vibrations which otherwise might be a
highly degrading factor in holography. The experimental re-
sults showed that the reconstructed image resolution for the
3-D position measurement was lower than 8 µm in the x and
y direction. The uncertainty in the z position measurement of
the system was found to be lower than ±12 µm. It was also
shown that mixing or turbulence in the liquid phase may also
be studied successfully with the holographic subsystem.

The confocal Raman-spectroscopy subsystem utilises a
pulsed Nd:YAG laser to measure the localised concentra-
tion of chemical products around the bubble. This subsys-
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tem offers a highly selective, spatially resolved and noninva-
sive technique for concentration measurements. The limit of
detection of this subsystem was experimentally found to be
0.05 molL−1.

Both subsystems were integrated and built into a single-
space constrained system, and they were synchronised with
each other. This system was applied to analyse the absorption
of CO2 in caustic soda in the Taylor flow. The experimental
results of simultaneous measurements of the concentration at
a localised spot and the correlated distance of this spot to the
bubble, in 3-D, are presented in this paper. This sensor sys-
tem opens a myriad of possibilities to measure concentration
profiles around bubbles by acquiring a set of data points with
the concentration measurement and the correlated distance to
the bubble.

Data availability. The data have been presented in Appendix A.
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Appendix A: Experimental data for accuracy
measurement along the z direction

Table A1 presents the experimental data for the accuracy
measurement along the z direction. Repeatedly, 100 holo-
grams (j = 100) were captured with the target fixed. The
z positions were then extracted after reconstructing these
holograms and applying an autofocus algorithm onto them.
Theoretically, they should all have the same z position. How-
ever, the experimentally determined depth deviates due to
various factors like the laser wavelength fluctuation, laser in-
tensity fluctuation, vibration and image noise.

Table A1. Reconstructed object positions along the z axis of 100
holograms without moving the target.

Repetition j z position Repetition j z position Repetition j z position1 Repetition j z position

1 153.156 26 153.151 51 153.142 76 153.147
2 153.146 27 153.147 52 153.153 77 153.137
3 153.142 28 153.136 53 153.148 78 153.134
4 153.151 29 153.151 54 153.139 79 153.136
5 153.163 30 153.160 55 153.135 80 153.137
6 153.120 31 153.135 56 153.151 81 153.160
7 153.132 32 153.148 57 153.149 82 153.144
8 153.167 33 153.145 58 153.143 83 153.151
9 153.136 34 153.152 59 153.140 84 153.137
10 153.162 35 153.143 60 153.139 85 153.142
11 153.142 36 153.121 61 153.124 86 153.142
12 153.139 37 153.138 62 153.154 87 153.159
13 153.176 38 153.126 63 153.169 88 153.148
14 153.140 39 153.141 64 153.131 89 153.159
15 153.168 40 153.137 65 153.159 90 153.143
16 153.169 41 153.154 66 153.121 91 153.168
17 153.141 42 153.134 67 153.129 92 153.167
18 153.156 43 153.141 68 153.147 93 153.127
19 153.131 44 153.166 69 153.177 94 153.139
20 153.136 45 153.144 70 153.146 95 153.142
21 153.149 46 153.138 71 153.153 96 153.149
22 153.143 47 153.152 72 153.150 97 153.154
23 153.128 48 153.154 73 153.133 98 153.140
24 153.141 49 153.141 74 153.144 99 153.141
25 153.149 50 153.148 75 153.156 100 153.147

Z positions in mm.
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