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Abstract. A new impedance spectroscopy measurement procedure for automotive battery cells is presented,
which is based on waveform shaping. The method is optimized towards a short measurement duration, high ex-
citation power and increased frequency resolution and overcomes limitations of established methods. For a given
spectral magnitude profile, a corresponding time domain waveform is derived from the inverse discrete Fourier
transform. Applying an identical initial phase angle for each frequency component, the resulting signal exhibits
a high peak-to-peak amplitude at relatively low total excitation power. This limits the maximum allowed power
for quasi-linear excitation. Altering the phase angles randomly spreads the excitation power across the complete
measurement duration. Thereby, linearity is preserved at higher excitation power. A large set of phase patterns
is evaluated statistically in order to obtain a phase pattern with a significant peak-to-peak amplitude decrease.
By means of numerical optimization, even further peak-to-peak amplitude reduction is achieved. Including win-
dow functions in the synthesis concept minimizes spectral leakage without compromising the spectral signal
magnitude in the frequency range of interest. A time domain waveform optimized for impedance spectroscopy
on lithium ion cells is synthesized based on the proposed approach and evaluated on real automotive cells. The
resulting impedance data show good concordance with established standard measurement procedures at sig-
nificantly reduced measurement duration and charge throughput. Additionally, increased frequency resolution
is achieved, enhancing the level of detail of the obtained impedance data. The method is used for improved
localization of aging effects in the cells, without further stress of the cells by the measurement procedure.

1 Introduction

Lithium ion cells for use in electric vehicles are subject to on-
going research, aiming to reach higher energy densities and
longer lifetimes while maintaining safe operation (Baner-
jee et al., 2017). To reach these goals, the cell chemistry
is steadily optimized. To evaluate the performance of a cell
technology, benchmark and cycle life, studies are conducted
(Fischnaller et al., 2011). These studies rely on precise and
reproducible characterization methods to quantify the cell’s
key properties, like its internal resistance and capacitance,
which are strongly influenced by the material composition of
the cell (Schmidt et al., 2011). Therefore, analyzing the aging
behavior of various material compounds and the localization
of their effects in the cell is mandatory.

Electrochemical impedance spectroscopy (EIS) is an es-
tablished method in the characterization of electrochemical
systems. By analyzing measurement data of current and volt-
age of a lithium ion cell, the frequency-dependent complex
impedanceZ(jω) can be calculated (Lohmann et al., 2015b).

The application of EIS during an ongoing long-term ag-
ing test on lithium ion cells for automotive energy storage is
a challenging task. EIS is usually performed on small cells
with low capacity or on dedicated test structures with low-
power test equipment (Schmidt et al., 2011). However, stan-
dard automotive lithium ion cells usually have resistance in
the m� range and a storage capacity of several tens of am-
pere hours, thus requiring high current amplitudes (Huang
et al., 2016).
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An established test approach is based on sinusoidal exci-
tation with a given amplitude, which ensures a quasi-linear
response. The impedance is measured at a discrete number
of frequencies, one at a time. This method is robust against
influences of noise, as the spectral excitation power is con-
centrated on a single frequency. However, especially for low
frequencies in the mHz range, long measurement duration is
required and high test charge throughput is obtained (Klotz
et al., 2011).

In impedance measurements, a dense frequency resolution
is desirable. For the single-frequency approach, several peri-
ods at each frequency need to be analyzed sequentially. The
complete measurement procedure is very time consuming,
especially at low frequencies. The measurement requires a
duration of several hours. Therefore, time invariance of the
device under test (DUT) cannot be guaranteed (Klotz et al.,
2011; Lohmann et al., 2015b).

An alternative approach optimized towards short measure-
ment duration is based on pulse excitation. As opposed to
the single-frequency approach, the impedance is simultane-
ously evaluated at multiple frequencies. The frequency do-
main characteristic results from the time domain pulse shape.
Although rectangular pulses can be synthesized on almost
any test equipment, their spectra are less useful due to the
non-uniform power density. Using sophisticated test equip-
ment capable of arbitrary waveform generation, spectrally
optimized pulse shapes like sinc (sinx/x) pulses are favor-
able (Lohmann et al., 2015b). By employing synthetic exci-
tation signals based on defined spectral magnitude profiles,
further optimization of the waveform is possible (Guerrero
Cervera et al., 2014). However, excitation power is concen-
trated around the highest peaks in time domain. Consider-
ing the long measurement duration required for the analy-
sis of low-frequency EIS, signal energy is still limited by
the boundary conditions for linear excitation and time invari-
ance.

Broadband excitation based on band-limited noise sig-
nals avoids temporal energy concentration. However, spec-
tral magnitude is randomly distributed across the observed
frequency range for practical noise signals. Therefore, suit-
able excitation is not guaranteed for all frequencies of inter-
est (Møller, 1986).

In this work, a novel excitation signal generation method
is presented, aiming to combine the advantageous spectral
magnitude properties of pulse signals with widespread time
domain characteristics. This is achieved using a waveform-
shaping approach based on the inverse discrete Fourier trans-
form (IDFT) in the digital signal synthesis (Symons, 2014),
extended by the inherent use of window functions (Harris,
1978).

This paper is based on a previous conference publication
(Haußmann and Melbert, 2016), which presents a method
to significantly reduce the peak-to-peak amplitude of broad-
band time domain signals by means of phase variation. This
extended version features advanced waveform optimization
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Figure 1. Nyquist plot for lithium ion cell impedance from 10 mHz
(top right) to 1 kHz (bottom left). Note the inverse imaginary axis
chosen for the reader’s convenience.

by combining statistical and numerical techniques in time
and frequency domain. The optimization goals are derived
from a typical measurement scenario with respect to quality
and integrity of impedance spectra. Limited stop-band atten-
uation and pass-band flatness in the frequency domain are
introduced as additional degrees of freedom to achieve an
improved optimization result.

2 Fundamentals

The impedance of any electrochemical system can be defined
as the voltage response following a current excitation (Klotz
et al., 2011):

Z(f )=
V (f )
I (f )

= |Z|ej1φ . (1)

Impedance measurements on a DUT are performed by
applying an excitation signal and measuring the system re-
sponse. In theory, current and voltage excitation can be ap-
plied equivalently. In the event of low internal impedance in
the m� range and capacitive behavior, current excitation is
more feasible.

For the interpretation of EIS results, the measured
impedance is often fitted to an electrochemically motivated
equivalent circuit. This allows a link between the measured
electrical characteristics and the underlying electrochemical
processes inside the cell. The effects observable in automo-
tive lithium ion cells can roughly be separated according to
their characteristic frequency range. In the kHz region, in-
ductive behavior resulting from the cell geometry can typ-
ically be identified (Huang et al., 2016). The Hz range is
dominated by double-layer capacitance effects at the solid
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electrolyte interphase (SEI) formed between electrodes and
electrolyte (Barai et al., 2015). In comparison, lithium ion
diffusion processes through the electrolyte are slower by an-
other order of magnitude, determining the impedance in the
mHz range (Schmidt et al., 2011).

In Fig. 1, a typical impedance spectrum of a lithium ion
cell is depicted in the Nyquist representation, describing the
relation of the real and imaginary part of the impedance.

For robust model fitting, appropriate impedance data qual-
ity and integrity are required. Data quality refers to frequency
resolution and the signal-to-noise ratio (SNR), which is lim-
ited by the excitation signal amplitude and the performance
of the test equipment.

Furthermore, the model fitting approach implicitly re-
quires that the underlying system has to be linear and time
invariant. These conditions are not necessarily satisfied by
a lithium ion cell. Therefore, verification of the EIS results’
integrity is required.

The Kramers–Kronig relations describe the interdepen-
dency of the real and imaginary part of causal LTI (linear
time invariant) system transfer functions in system theory. A
Kramers–Kronig compliance test method applicable to EIS
results is presented in Schönleber and Ivers-Tiffée (2015).
The algorithm is employed to validate the measurement re-
sults in this work.

As the impedance is defined in the frequency domain,
spectra calculation usually involves a time–frequency do-
main transform like the discrete Fourier transform (DFT).
The inverse DFT (IDFT) is suitable for the synthesis of wave-
forms featuring well-defined frequency domain properties.
The main characteristics of the (I)DFT are briefly summa-
rized in this section.

1. Time–frequency relations

For an input time domain signal consisting of k samples
at the sampling frequency fS, the minimum frequency
fmin considered by the DFT equals the reciprocal value
of the total sampling duration TMeas.

fmin =
fS

k
=

1
TMeas

(2)

According to the well-known Nyquist theorem, the up-
per frequency bound is calculated based on Symons
(2014):

fmax =
fS

2
. (3)

Therefore, in order to investigate the DUT’s impedance
at frequency fi , the following constraints have to be
met:

fS ≥ 2fi, (4)

Tmeas ≥
1
fi
. (5)

The required sampling frequency range derived from
Eq. (4) is not an issue in state-of-the-art measurement

systems. However, in the mHz range, the constraint in
Eq. (5) regarding TMeas might lead to extremely long
measurement durations.

In theory, fmin = (Tmeas)−1 is the minimum frequency
analyzed by the DFT. However, signal components con-
taining a frequency of lower than fmin contribute to the
low-frequency range as undesired artifacts of the DFT
spectrum due to spectral leakage. To avoid measurement
errors in practical scenarios, the number of periods N
analyzed per frequency is usually chosen as a multiple
of the maximum period length of interest, resulting in
even longer measurement durations. In typical measure-
ment scenarios, N ≥ 3 is an adequate choice.

2. Properties of real valued time domain signals

The IDFT of a frequency domain signal X(f ) yields a
complex valued time domain representation x(t) in gen-
eral. Imaginary signal components of x(t), which can-
not be interpreted meaningfully for time domain sig-
nals, can be avoided by considering symmetry proper-
ties of the Fourier transform. Every real valued time
domain signal exhibits a complex conjugate spectrum,
with even absolute values and odd phase angles as noted
in Eqs. (6) and (7) (Sundararajan, 2001).∣∣X(f )

∣∣= ∣∣X(−f )
∣∣ (6)

φ(f )=−φ(−f ) (7)

In this work, the IDFT is performed on complex conju-
gate frequency domain signals only. As a consequence,
the resulting time domain waveforms are purely real
valued and can therefore be fully synthesized using an
arbitrary waveform generator.

3. Signal power

The power P (f ) of a frequency domain signal is pro-
portional to its magnitude squared, as noted in Eq. (8)
(Lyons, 2011).

P (f )∼
∣∣X(f )

∣∣2 (8)

Therefore, for power-sensitive applications like
impedance spectroscopy, even a minor magnitude raise
is significantly beneficial.

3 Impedance spectroscopy measurement scenario

An overview of a typical EIS measurement scenario is de-
picted in Fig. 2. In order to analyze the impedance of DUT,
adequate excitation in the frequency range of interest is re-
quired. This can be accomplished using various types of sig-
nals. The selected waveform is generated by an excitation
current source to stimulate the DUT. The excitation and the
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Figure 2. Flow chart of an impedance spectroscopy measurement scenario. The solid arrows describe a generic EIS measurement procedure,
while the dashed red arrows indicate typical error contributions.

response signal are recorded simultaneously in the time do-
main by a measurement unit. With appropriate digital post-
processing, including the DFT, the DUT’s impedance can be
calculated.

Noise effects induced by non-ideal components in the
measurement unit compromise the resulting data quality. Be-
sides noise influence, additional measurement errors not re-
lated to noise may occur, because the DUT’s impedance is in-
terpreted as the transfer function of a causal, linear and time-
invariant system for most applications. Only if these condi-
tions are satisfied, the EIS results can be considered valid.
The aforementioned linear Kramers–Kronig test (LinKK) is
a suitable method to verify data integrity (Schönleber and
Ivers-Tiffée, 2015). The imaginary part of the impedance is
calculated for the measured real part of the spectrum with
respect to the Kramers–Kronig conditions. The deviation of
the measured and calculated imaginary parts is referred to as
the linear Kramers–Kronig residual 1Im.

3.1 Residual contributions

In an ideal measurement scenario, the mean residual 1Im is
equal to zero. However, for practical EIS studies, various er-
ror influences have to be considered. The major residual con-
tributors and feasible counter measures are discussed in the
following.

1. Time-variant behavior due to variation of the cell’s state
of charge or temperature

The impedance of a lithium ion cell is dependent on
various influence factors, such as temperature, state of
charge and state of health. Therefore, the impedance
changes over time (Z = f (f, t0)). However, in EIS mea-
surements, a time-invariant impedance Z(f ) is mea-
sured, observing only the actual cell state, which is as-
sumed to be constant during the entire measurement
duration. This assumption is not necessarily valid. To
avoid impedance errors related to time-invariant system

behavior, sufficiently long rest times are required before
the EIS measurement starts. Time-consuming measure-
ment procedures are prone to errors due to impedance
drift during the measurement, especially if the DUT’s
temperature or state of charge is influenced by the mea-
surement procedure itself. This asks for time-efficient
EIS procedures with low energy and charge throughput
(Klotz et al., 2011).

2. Linearity violation caused by excessive peak-to-peak
voltage amplitudes

Non-linear effects in the DUT are stimulated by high
values of the peak-to-peak voltage amplitude v̂pp dur-
ing the measurement. This leads to signal distortion, re-
sulting in a redistribution of the signal power in the re-
sponse signal’s frequency spectrum. This phenomenon
cannot be described by the a priori linear impedance
Z(f ). To avoid errors due to non-linear behavior, the
peak-to-peak excitation amplitude x̂pp must be limited
(Lohmann et al., 2015b).

3. Noise contributions

Noise influences induced by non-ideal components of
the measurement unit also lead to increased values of
the residual1Im. In this case, the residual error is homo-
geneously distributed across the entire frequency range
(Schönleber and Ivers-Tiffée, 2015). In contrast to the
effects discussed above, noise contributions do not vio-
late the Kramers–Kronig conditions. Yet it is difficult
to differentiate between actual violations against the
Kramers–Kronig constraints and noise-induced effects.
Noise contributions can be minimized by increasing the
excitation power, as an improved signal-to-noise ratio is
reached.

Obviously, these constraints are in contradiction to each
other, as the spectral magnitude

∣∣X(f )
∣∣ influences the time

domain peak-to-peak amplitude x̂pp to some extent. In Fig. 3,
the impact of the peak-to-peak voltage amplitude v̂pp on
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the Kramers–Kronig residual is depicted. The underlying in-
vestigation uses controlled current excitation to achieve the
specified voltage amplitude v̂pp (Lohmann et al., 2015b). In-
creased residual values occur due to noise contributions at
amplitudes below 15 mV. For amplitudes exceeding 25 mV,
a significant residual increase caused by non-linear effects
is observed. Therefore, the peak-to-peak voltage excitation
should be chosen as v̂pp ≈ 20 mV to reduce the impact of
measurement noise while maintaining linear excitation.

The excitation source and the measurement unit are en-
capsulated into an electrochemical workstation and cannot be
replaced by alternative components. As a consequence, noise
performance improvements achieved by hardware modifica-
tion are generally not available. Instead, this work focuses on
defining an optimized measurement procedure based on im-
proved waveform shapes to enhance the data quality without
compromising data integrity, regardless of the test equipment
used.

4 Standard impedance spectroscopy measurement
procedures

This section provides a short overview of established EIS
measurement procedures, discussing the main advantages
and disadvantages of each method.

In a conventional EIS approach, the DUT is stimulated at
only one frequency at a time using sinusoidal excitation sig-
nals. In literature, this procedure is referred to as stepped-sine
EIS (Lohmann et al., 2015a). The entire excitation power is

concentrated on a single frequency, resulting in an excellent
signal-to-noise ratio.

The complete measurement duration can be calculated us-
ing the following equation, assuming N periods of M differ-
ent frequencies.

TMeas,total,sin =

M∑
i=1

N

fi
(9)

In the mHz range, signal periods last up to more than 15 min.
Depending on the desired frequency range and resolution,
typical values of TMeas,total,sin range from several hours up to
days. Time invariance cannot be assumed during such long
measurement durations. Additionally, the time frame accept-
able for EIS measurements in cycle life studies is usually
limited, which requires time-efficient EIS methods.

In order to reduce measurement duration while preserving
the same frequency resolution, broadband excitation using
pulse waveforms can be applied. As opposed to sinusoidal
signals, multiple frequency components are present in the ex-
citation signal (Klotz et al., 2011).

The spectral density characteristic determine the perfor-
mance of a pulse waveform for EIS. For most commercial
test equipment, only rectangular pulses are available, suit-
able for measurements with low demand on duration and
charge throughput. Such an excitation waveform provides a
non-uniform power density across the frequency range of in-
terest, which results in a poor signal-to-noise ratio.

Alternative pulse forms like sinc pulses enable a homo-
geneous broadband excitation (Lohmann et al., 2015b). The
sinc pulse in time domain is defined in Eq. (10).

xsinc(t)=
sin(2πf t)

2πf t
(10)

Equivalently, the time domain waveform of the sinc pulse can
be interpreted as the result of the inverse Fourier transform of
a rectangular spectral magnitude profile (Land et al., 2007).

For pulse signals covering the complete frequency range of
interest, the required measurement duration is calculated as a
multiple of the period of the minimum frequency of interest:

TMeas,total,pulse =
N

fmin
. (11)

However, the spectral excitation power is shared by all fre-
quency components of the stimulus signal, offering a lim-
ited signal-to-noise ratio with respect to each frequency com-
ponent. This can be overcome by using multiple excita-
tion pulses covering different frequency ranges. For a com-
promise between the single-frequency approach and a full-
bandwidth broadband profile, a relative bandwidth of one fre-
quency decade achieves reasonably short measurement dura-
tions and adequate excitation power in the frequency range
of interest. In this example, the overall measurement dura-
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tion for a desired bandwidth of L decades results in

TMeas,total,pulse =

L∑
k=1

N

10k−1
· fmin

≈ 1.1
N

fmin
. (12)

A comparison between Eqs. (9) and (12) shows a signifi-
cant reduction of measurement duration for the pulse EIS
approach compared to stepped-sine procedures.

Even spectrally optimized pulse shapes like sinc pulses
show low average signal power at high peak-to-peak ampli-
tude in time domain, limiting the achievable quality of the
measured impedance spectra due to linearity constraints.

As an alternative to broadband pulses, signals with more
than one discrete frequency component can be used to si-
multaneously provide sparse broadband excitation, which is
also referred to as multi-sine excitation (Gamry Instruments,
2011). Based on the choice of frequency components, sig-
nificant reduction of the measurement duration compared to
stepped-sine measurements can be achieved. However, the
selection of an appropriate frequency distribution requires
a priori knowledge about the system under investigation
(Sanchez et al., 2011; Koch and Jossen, 2014).

In the following, a generic signal synthesis concept for
broadband signals is presented, which does not require a pri-
ori information about the DUT.

5 Time domain waveform synthesis for arbitrary
spectral magnitude profiles

In this section, a waveform-shaping method is developed.
The design flow can be used to synthesize time domain
waveforms based on an arbitrary spectral magnitude profile∣∣X(f )

∣∣, taking the constraints identified in Sect. 3.1 into ac-
count.

The measurement duration cannot be reduced significantly
below TMeas,total,pulse specified in Eq. (12), as the value is
chosen for a given frequency range with respect to the fun-
damental properties of the (I)DFT described in Sect. 2. A sig-
nal synthesis work flow dedicated to synthesize signals with
the lowest achievable peak-to-peak amplitude x̂pp is defined,
maintaining the spectral magnitude characteristics

∣∣X(f )
∣∣.

5.1 Basic approach

The time domain waveform x0(t) is synthesized by applying
the IDFT to the spectral profile X(f ), which is defined by
its magnitude

∣∣X(f )
∣∣. The frequency sampling points fi of

the profile are dependent on the total signal duration Tsig and
the sampling frequency fS, in accordance with the aforemen-
tioned properties of the (I)DFT. For each frequency compo-
nent fi , the target magnitude

∣∣X(fi)
∣∣ is defined.

∣∣X(fi)
∣∣= { 1, if fmin ≤ fi ≤ fmax

0, otherwise (13)

The chosen target frequency domain excitation profile de-
fined in Eq. (13) exhibits a rectangular shape with homoge-
neous density from fmin up to fmax. As noted in Eqs. (14)
and (15), a relative bandwidth of one frequency decade is
covered, including a 10 % margin above fmax.

fmin =
fS

100
(14)

fmax = 1.1
fS

10
(15)

The signal duration is chosen to Tsig = 4 · (fmin)−1 in order
to avoid errors due to low-frequency artifacts. The sampling
frequency fS may be chosen with respect to the frequency
range of interest. The total EIS measurement duration is cal-
culated according to Eq. (12) in analogy to methods based on
established pulse waveforms (Klotz et al., 2011).

For the unambiguous definition of frequency domain sig-
nals, both magnitude information

∣∣X(fi)
∣∣ and the initial

phase angle φi are required. In the first approach, the phase
angle is chosen as

φi = 0 ∀ i. (16)

The resulting time domain waveform x0(t) is depicted in
Fig. 4 and resembles a frequency-modulated sinc pulse. It
shows high temporal concentration of the signal power near
the center of the waveform, as expected in analogy to com-
mon pulse synthesis approaches. This leads to a high peak-to-
peak amplitude x̂pp. As a consequence, the excitation power
available in EIS measurements is limited due to linearity con-
straints.

5.2 Peak-to-peak amplitude reduction by means of
phase variation

As mentioned in Sect. 3.1, high spectral power density and
low peak-to-peak amplitude are mandatory in EIS measure-
ments. These constraints are not sufficiently met by the signal
x0(t). In the following, a technique to reduce the time domain
peak-to-peak amplitude x̂pp without changing the spectral
power density is presented. For sinusoidal signals, the ampli-
tude in time domain and the magnitude in frequency domain
are equivalent. In contrast, a large variety of broadband time
domain waveforms with different peak-to-peak amplitudes
may share equal magnitude characteristics in the frequency
domain, distinguishable by the distribution of the phase angle
φi of each frequency component (Guillaume et al., 2001).

As stated in Eq. (1), for measuring the impedance Z(f ),
only the relative phase angle 1φ between voltage and cur-
rent is relevant. The absolute initial phase angle φi of each
excitation frequency component may be altered arbitrarily.

Suitable phase patterns can be employed in order to reduce
the peak-to-peak amplitude x̂pp without altering the spectral
magnitude characteristics

∣∣X(f )
∣∣. A significant peak-to-peak

amplitude reduction can be achieved by applying random
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phase patterns φi(f ), defined in Eq. (17).

φi = RANDOM(0 : 2π ) (17)

For each frequency component fi , any value of φi(fi) rang-
ing from 0 to 2π can be chosen. This results in an infinite
set of available phase patterns. However, for every phase
pattern, the peak-to-peak amplitude is reduced to a differ-
ent extent. This phenomenon is visualized in Fig. 5 by com-
paring time domain waveforms with three different random
phase patterns to the unmodified signal x0 described above.
For the given signals, the peak-to-peak amplitude decrease
differs significantly. To identify a phase pattern with a high
amplitude decrease, a statistical approach is pursued. In this
work, 10 000 different random phase patterns are evaluated.
The distribution of the achievable peak-to-peak amplitude
decrease referred to x̂0,pp is depicted in Fig. 6. For the chosen
patterns, the reduction ranges from 28 to 65 %.

In Fig. 8a, the waveform x1(t) is depicted. It is based on
the random phase pattern which yields the waveform with the
highest peak-to-peak amplitude reduction derived from the
statistical analysis. This signal x1(t) is chosen as the initial
point for further optimization.

5.3 Spectral leakage reduction using window functions

As a consequence of the random phase shift introduced in
Sect. 5.2, the resulting time domain signal x1(t) generally
does not start and end at zero. Therefore, the waveform is
prone to spectral leakage, causing amplitude and phase errors
during measurement. This can be avoided by multiplying the
signal by a suitable window function hwin(t), which is usu-
ally performed in the post-measurement digital signal pro-
cessing. Thereby, a part of the measured data is discarded and
does not contribute to the EIS results. Alternatively, the win-
dow function can already be in the excitation (Harris, 1978).
In this case, none of the measured information is neglected
during the evaluation in this case.

x2(t)= x1(t) ·hwin(t) (18)

A window function matching the demands of the EIS ap-
plication must be chosen. Broadband window functions fea-
ture a narrow time domain shape, which limits the achievable
peak-to-peak amplitude decrease. Therefore, a narrow-band
Gaussian window function is used, offering a good compro-
mise between spectral leakage avoidance and low peak-to-
peak amplitudes (Harris, 1978).

The signal power of x1(t) is localized randomly in time do-
main. The window function attenuates the signal amplitude
for each frequency component to a different extent. As a con-
sequence, the spectral magnitude

∣∣X2(f )
∣∣ of the windowed

waveform x2(t) substantially differs from the target magni-
tude profile

∣∣X(f )
∣∣, as depicted in Fig. 8d. The frequency-

dependent pass-band attenuation of
∣∣X2(f )

∣∣ can reach to up
to 7 dB, which significantly reduces the SNR at several fre-
quencies.

5.4 Mixed-domain waveform optimization

Based on the definition in Eq. (13), the spectral magnitude
of the synthetic waveforms exhibits a perfectly flat shape in
the frequency range of interest as well as infinite stop-band
attenuation. In practical measurement scenarios, also finite
magnitude flatness can be tolerated without compromising
the broadband excitation characteristics. Furthermore, minor
signal power contributions in the stop band do not signifi-
cantly alter the excitation profile. Allowing spectral magni-
tude shapes with limited flatness and stop-band attenuation
allows a new degree of freedom for reducing of the peak-to-
peak amplitude x̂pp even further.

A numerical optimization procedure is applied for this
purpose. The window function introduced in Sect. 5.3 is
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incorporated into the optimization flow, yielding time do-
main waveforms which are robust against spectral leakage.
A flow diagram describing the optimization steps is depicted
in Fig. 7.

The optimization uses the well-known Levenberg–
Marquardt algorithm (Hanke-Bourgeois, 2006). As an ini-
tial signal x(t), the waveform x1(t) described in Sect. 5.2 is
chosen, as its peak-to-peak amplitude is already conveniently
low. A time domain modification function a(t), which is al-
tered by the Levenberg–Marquardt algorithm in every iter-
ation, is added to the signal x(t). Afterwards, the resulting
intermediate waveform xA(t) is multiplied by the window
function introduced in Sect. 5.3, yielding the signal xB(t).
These steps are performed repeatedly to minimize the value
of the employed cost function J , which is defined in Eq. (19).

J =
(
x̂pp
)w1
·

(
w2 · J1|Xp|

+w3 · J|Xs|

)
(19)

Begin

𝑥(𝑡)

Waveform adjustment
𝑥A(𝑡) = 𝑥(𝑡) + 𝑎(𝑡)

Window function
𝑥B(𝑡) = 𝑥A(𝑡) ∗ ℎwin(𝑡)

Waveform 𝑥B(𝑡)
property assesment

Cost function
𝐽 evaluation

𝐽 = 𝐽min?

𝑥A(𝑡)

𝑥B(𝑡)

𝐽

Δ ∣𝑋p∣ |𝑋s| ̂𝑥pp

no

yes

End

Figure 7. Numerical optimization flow chart.

The cost function J considers the peak-to-peak amplitude
x̂pp, the spectral pass-band flatness1

∣∣Xp
∣∣ and the arithmetic

mean of the stop-band attenuation |Xs|. The weighting fac-
tors wi can be chosen to emphasize the influence of the asso-
ciated waveform parameter.

The subsidiary cost functions J1|Xp|
and J|Xs| are defined

in Eqs. (20) and (21), respectively, featuring the threshold
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Table 1. Optimization parameters used for the synthesis of the time
domain signal x3(t). Note the emphasis on x̂pp to set focus on peak-
to-peak amplitude reduction.

Parameter 1
∣∣Xp

∣∣
th |Xs|th w1 w2 w3

Value ±0.1 dB 60 dB 1.5 1 0.25

values 1
∣∣Xp

∣∣
th and |Xs|th.

J1|Xp|
=

{
1, if 1

∣∣Xp
∣∣<1∣∣Xp

∣∣
th

1+
1
∣∣Xp

∣∣
dB−1

∣∣Xp
∣∣
th,dB

20dB
, else,

(20)

J|Xs| =

{
1, if |Xs|< |Xs|th

1+
|Xs|dB

|Xs|th,dB
, else

(21)

The optimization parameters listed in Table 1 are employed.
The parameters were chosen in order to assign the highest
priority to the peak-to-peak amplitude reduction, at the cost
of moderate pass-band flatness and possibly limited stop-
band attenuation.

The resulting waveform x3(t) is depicted in Fig. 8c. Com-
pared to the previously discussed signals x1(t) and x2(t), the
peak-to-peak amplitude is further reduced. The frequency
domain comparison shows that the spectral magnitude char-
acteristics in the pass band closely resemble the initial mag-
nitude profile

∣∣X(f )
∣∣with a pass-band ripple of±1 dB. More

than 95 % of the signal power is located in the frequency
range of interest.

5.5 Waveform synthesis summary

In the previous sections, a waveform-shaping flow is devel-
oped and improved in three steps, each addressing the main
disadvantages of the previous version. The signal x0(t) ex-
hibits characteristics similar to a sinc pulse and is chosen as
an initial waveform.

By employing random phase patterns, a significant peak-
to-peak amplitude decrease of up to 66 % is achieved result-
ing into x1(t), which is selected for exhibiting the lowest
peak-to-peak amplitude of all signals based on a large set
of phase patterns.

However, x1(t) is not feasible as an EIS excitation wave-
form due to spectral leakage in real measurement scenarios.
As a counter measure, the waveform x2(t) is introduced by
applying a window function to x1(t). While substantially re-
ducing the effects of spectral leakage, the target magnitude
profile is not satisfied by

∣∣X2(f )
∣∣, as the combination of

the random phase pattern and the window function multipli-
cation causes frequency-dependent attenuation of the spec-
tral signal magnitude. In order to combine the improvements
achievable by using random phase patterns and window func-
tions, as well as spectral magnitude boundary conditions
in the pass and stop bandwidth, a numerical optimization

Table 2. Comparison of all waveforms discussed in this work.

Signal x0 x1 x2 x3 xa3b

Frequency range One frequency decade
Phase variation X X X X
Statistical evaluation X X X
Window function X X X
Amplitude scaling X X
Numeric optimization X

x̂pp reduction
x̂0,pp−x̂pp
x̂0,pp

/% 0 66 67 71 60

Magnitude flatness 1
∣∣Xp

∣∣/dB 0 0 ±4 ±1 0
Pass-band power increase/dB 0 9.3 9.6 10.6 8.0
∗ The signal x3b corresponds to the signal x′ISW presented in Haußmann and Melbert
(2016).

scheme is defined. This results into waveforms with the low-
est peak-to-peak amplitude. The final waveform x3(t) pro-
vides the best trade-off for the requirements in time and fre-
quency domain and is used for all measurements in this work.

A comparison of all signal optimization stages presented
in this work is given in Table 2. The table also includes the
signal x3b, which corresponds to the waveform x′ISW (intra-
synthesis window function) presented in the previous version
of this work (Haußmann and Melbert, 2016). This signal
is based on the same frequency domain magnitude profile
as used in this work, but exhibits a different phase pattern,
which has been chosen arbitrarily in contrast to the choice
of the phase pattern achieving the most significant amplitude
decrease proposed in this work. The signal x3b takes advan-
tage of a numeric rescaling procedure, which compensates
the amplitude variation introduced by the window function
multiplication, which is observed for the signal x2. How-
ever, the advanced constraints regarding pass-band flatness
and stop-band attenuation introduced in Sect. 5.4 are not con-
sidered for x3b. Altogether, only a 60 % amplitude decrease
is achieved for x3b, while the amplitude of the statistically
and numerically optimized signal x3 is reduced by 71 %.

6 Measurement results

For the practical evaluation of the proposed measurement
procedure, a precision lithium ion single-cell test unit de-
veloped by our research group was used (Lohmann et al.,
2015b). It provides a wide bandwidth linear 600 A power
stage along with a measurement control unit, enabling accu-
rate measurements with errors below 0.1 % (Weßkamp et al.,
2016). Furthermore, arbitrary current profiles can be gener-
ated at sampling rates up to 10 kHz. The DUT is a single au-
tomotive cell for the use in plug-in hybrid vehicles (PHEV)
with a nominal capacity in the range of about 30 Ah. All mea-
surements are conducted at 25 ◦C ambient temperature and a
50 % state of charge.

In order to verify the spectral characteristics of the pro-
posed waveform, x3(t) is applied to the DUT as a current
profile, defined in Eq. (22). The current amplitude îpp has
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function multiplication (x3(t)). In (d), the spectral magnitude of all
waveforms is compared.

been chosen to be 30 A in order to achieve a voltage response
amplitude which does not violate the linearity constraint for
the given cell type.

iDUT(t)=
îpp

x̂3,pp
x3(t) (22)

Both the target waveform and the measured signal are shown
in time and frequency domain in Fig. 9. The synthesis con-
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Figure 9. Verification of the time (top) and frequency domain (bot-
tom) characteristics of the proposed waveform x3(t).

cept is verified by the close consistency of the target and mea-
sured signal both in time and frequency domain.

To evaluate the suitability of the proposed waveform for
EIS studies, the impedance is measured in the frequency
range from 10 mHz to 1 kHz using both the established
stepped-sine approach (51 frequency points in 30 min) and
the proposed measurement procedure based on x3(t) in five
different timescales requiring 8 min in total. The Nyquist
plots of the resulting impedance spectra are depicted in
Fig. 10. The results of both procedures show good concor-
dance, indicating the suitability of the proposed time domain
method.

Especially at low frequencies, the spectrum obtained from
the optimized waveform is enriched by the increased fre-
quency resolution achieved by the broadband excitation.

To evaluate the data quality and integrity of the mea-
sured spectra, a Kramers–Kronig compliance test is per-
formed on the impedance data obtained using both methods.
The Kramers–Kronig residual distribution for the impedance
spectra is depicted in Fig. 11. For both spectra, a homoge-
neous distribution of the residual can be seen. The Kramers–
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Kronig compliance of both spectra is confirmed for both of
them, as no significant deviation can be recognized. The ob-
served residual is caused by measurement noise.

Due to the increased available excitation power for each
frequency in stepped-sine measurements, a lower residual is
achieved compared to measurements based on the proposed
waveform at the cost of substantially higher charge through-
put and excessively longer measurement duration. In Table 3,
a quantitative comparison of both measurement procedures
is given. The table also includes results of an EIS measure-
ment using the previously presented waveform x3b (Hauß-
mann and Melbert, 2016). While measurement duration and
charge throughput are equivalent for the measurements based
on x3 and x3b, x3 yields a slightly lower residual value, indi-
cating enhanced data quality.

Table 3. Quantitative comparison of stepped-sine and optimized
time domain EIS measurements on an automotive lithium ion cell.

Method Stepped sine x3b(t)a,b x3(t)b

fmin 10 mHz 10 mHz 10 mHz
fmax 1 kHz 1 kHz 1 kHz
Freq. points per decade 10 24c (+140 %)
Total duration 30 min 8 min (−73 %)
Charge throughput 2.41 Ah 0.27 Ah (−88 %)
Mean KK residual 0.07 % 0.28 % 0.27 %

a Presented in Haußmann and Melbert (2016).
b A sequence of five pulses in different timescales is performed to investigate the
entire frequency range of interest.
c Frequency resolution is chosen arbitrarily.

7 Conclusions

A waveform-shaping method to generate broadband time do-
main signals based on user-defined magnitude profiles was
developed and optimized for high signal power at low peak-
to-peak amplitudes. Compared to common pulse waveforms
with equal spectral properties, a significant decrease in peak-
to-peak amplitude is achieved by means of random phase
variation. The signal enhancements introduced by employing
window functions are inherently included in the optimization
work flow. By combining statistical and numerical optimiza-
tion approaches, even lower peak-to-peak amplitude values
are achieved. The resulting waveform exhibits only negligi-
ble pass-band ripple. As a consequence, the overall excita-
tion signal power in EIS can be increased significantly while
ensuring quasi-linear excitation of the DUT.

The concept was verified in simulation and measure-
ment. EIS results based on the optimized time domain
waveform show good concordance with reference stepped
sine EIS measurements, drastically reducing both measure-
ment duration and charge throughput. The numerical opti-
mization is based on a parametric cost function, which al-
lows to emphasize the target waveform properties in ac-
cordance to application-specific constraints. Therefore, the
waveform-shaping method is not restricted to the synthesis of
impedance spectroscopy excitation waveforms, but can also
supplement other system identification applications, includ-
ing audio channel characterization and ultrasonic measure-
ment systems.

8 Data availability

The dataset used in this work is available in the Supplement.
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