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Abstract. In the process and manufacturing industry, pressure is one of the variables that most often need to
be recorded and monitored. Whether in standard applications or under special operating conditions, each ap-
plication requires pressure gauges that are perfect for their needs. In Germany, pressure gauges are calibrated
by accredited calibration laboratories, according to guideline DKD-R 6-1 (DKD-R 6-1, 2014). This calibration
guideline establishes minimum requirements for the calibration procedure and the measurement uncertainty cal-
culation when calibrating pressure gauges. In addition to the uncertainty contributions due to the calibration, the
uncertainty contributions due to the specific application, like extreme temperatures, high pressure in contain-
ers, extreme height differences, shocks, aggressive media or problematic physical product properties, should be
taken into account. This paper presents the approach in which the measurement uncertainty can be calculated in
industrial pressure measurements. Furthermore, the individual uncertainty contributions and their identification
or origin are discussed. Finally, an example of a measurement uncertainty budget is shown as an important tool
in the measurement uncertainty calculation.

1 Introduction

In industry, various types of pressure gauges like bourdon
tube manometers, electrical pressure gauges, or pressure
transmitters with electrical output are used. These types dif-
fer in their construction, functionality, and measuring princi-
ple. Pressure gauges are available in various designs: more
than 150 measuring ranges are available from approximately
25 mbar to 15 000 bar in the most important internationally
used units as gauge pressure, absolute pressure, and vacuum,
but also as ± measuring ranges. Pressure gauges can have
over 15 output signals, including various current and voltage
signals, RS232 and bus signals. Also, different plugs and dif-
ferent cables for electrical connections as well as more than
35 pressure connections of common threads or also flush-
mounted connections are available. You can also find various
accuracies, pressure peak attenuation, special media and en-
vironmental conditions, and much more for the specific ap-
plication (WIKA, 1995).

All of the pressure gauges can be calibrated by accredited
calibration laboratories according to guideline DKD-R 6-1,
“Calibration of Pressure Gauges”. This guideline was drawn

up by the “Pressure and Vacuum” DKD Technical Commit-
tee, in cooperation with the PTB and the accredited calibra-
tion laboratories. It specifies minimum requirements for the
calibration procedure and for the measurement uncertainty
in the calibration of pressure gauges. It takes into account
the three different types of pressure:

– positive and negative gauge pressure;

– absolute pressure; and

– differential pressure.

The calibration of pressure gauges is performed by direct
comparison of the measured values of the calibration object
with those of the reference standard. The metrological trace-
ability of the measuring equipment is ensured by the accred-
ited calibration laboratories.

Depending on the desired measurement uncertainty, pres-
sure gauges are calibrated according to different sequences
and their respective measurement series number. The differ-
ent calibration sequences are shown in Table 1.
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Table 1. Calibration sequences according to DKD-R 6-1.

Sequence Desired Minimum Number of Load change Waiting time at Number of
measurement number of pre- + upper limit measurement

uncertainty in % measurement loadings waiting time of the series
of the points measurement
span range

with zero
points

up/down seconds minutes∗ up down

A < 0.1 9 3 > 30 2 2 2
B 0.1 . . . 0.6 9 2 > 30 2 2 1
C > 0.6 5 1 > 30 2 1 1

∗ For Bourdon tube pressure gauges, a waiting time of 5 min is to be observed.

For the measuring setup, it is important to be certain that
the calibration object and the standard are at the same height
(reference height), to avoid pressure differences due to height
differences. The calibration of pressure gauges is carried out
at equally distributed measuring points across the calibration
range which correspond to the range of application of the
pressure gauges. Depending on the desired measurement un-
certainty or accuracy of the calibration object, the measure-
ments are carried out at different numbers of pre-loadings
and measuring series (see Table 1). The pre-loadings serve
the function of wetting the calibration setup with the pres-
sure medium, and for improving the elasticity of the measur-
ing systems. The magnitude of measurement uncertainty is
directly related to the number of measurement series.

During calibration, each pressure stage is first approached
in the upward measuring series. After setting the pressure
and keeping a waiting time of at least 30 s, the calibration
object and the standard are compared with each other. This
waiting time is necessary to stabilize the pressure throughout
the measurement system and to indicate the applied pressure
on the calibration object and on the standard (if digital). This
happens only after a certain relaxation time. Especially for
Bourdon tube manometers, the frictional effect of the pointer
system is minimized by a slight tapping on the housing of
the manometers. For the pressure step variation in a mea-
surement series, the time between two successive load steps
is the same.

After reaching the highest measuring value of the cali-
bration object, a waiting time of 2 min (for Bourdon tube
manometers 5 min) is observed before the measurement is
continued with the downward measuring series.

When approaching the individual load steps, care is taken
that the measuring points are not exceeded in the upward
measuring series or have not fallen below in the downward
measuring series.

The determination of the measurement uncertainty is done
for each calibration measurement value, meaning for every
load step.

The calibration of pressure gauges is to be carried out at
stable ambient temperature in the range of 18 to 28 ◦C. The
temperature fluctuation during calibration should not exceed
±1 K, and is taken into account in the measurement uncer-
tainty budget.

Sufficient temperature equilibrium between the calibration
object and the environment, as well as a warm-up time of the
calibration object (or a possible warming of the calibration
object by the supply voltage), are considered.

In addition to the uncertainty contributions due to the cal-
ibration, the uncertainty contributions due to the specific ap-
plication, like extreme temperatures, high pressure in con-
tainers, extreme height differences, shocks, aggressive media
or problematic physical product properties should be taken
into account. The user of the pressure gauge should do ad-
ditional investigations to quantify these uncertainty contribu-
tions which are relevant for the specific application.

2 Measurement uncertainty determination

2.1 Definition

The measurement uncertainty is defined in VIM (ISO/IEC-
Leitfaden 99, 2007) as a non-negative parameter characteriz-
ing the dispersion of the values being attributed to the mea-
sure, and is based on the information used.

2.2 Procedure

Terms and calculation rules for measurement uncertainty de-
termination according to the guide to the expression of uncer-
tainty in measurement (JCGM 100, 2008) and EA guideline
“Evaluation of the Uncertainty of Measurement In Calibra-
tion” (EA-4/02 M, 2013) are listed in Table 2. Correlations
between the input quantities are not taken into account.
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Table 2. Terms and calculation rules for measurement uncertainty determination.

Model function for evaluation Y = f (X1,X2, . . .,XN )

Standard u (xi ) Standard uncertainty of
uncertainty input/influence quantities

ci Sensitivity coefficients ci =
∂f
∂Xi

ui (y) Contribution to the standard uncertainty ui (y)= ci · u(xi )
attributed to the output quantity due to
the standard uncertainty u(xi ) of
input/influence quantities xi

u(y) Combined uncertainty of u2(y)=
N∑
i=1

u2
i
(y)

measuring quantity u(y)=

√
N∑
i=1

u2
i
(y)

Expanded U (y) Expanded uncertainty U (y)= k · u(y)

uncertainty k Coverage factor k = 2 for a measure with largely
normal distribution and
a coverage probability
of approximately 95 %

Source: DKD-R 6-1 calibration of pressure gauges (DKD-R 6-1, 2014).

3 Pressure-specific measurement uncertainty
determination

3.1 Possible sources of uncertainty

The following Fig. 1 shows an example of the possible influ-
ences for determination of expected value and measurement
uncertainty, which should be considered when calibrating a
pressure gauge with a piston gauge (pressure balance) as a
standard. Based on this illustration, the model of evaluation
and calculation of the measurement uncertainty are prepared
(Heidenblut et al., 2007; Sommer et al., 2006).

In addition to the uncertainty contributions due to the cali-
bration process, application influences should be considered.
For example, the temperature gradients could be greater than
during calibration. In this case, additional investigations of
the pressure gauge should be done to determine the magni-
tude of this influence.

3.2 Model of evaluation for calibration of Bourdon tube
manometers and digital pressure gauges

For calibration of Bourdon tube manometers and digital pres-
sure gauges, a simple sum/difference model for determining
the mean measurement deviation of the indication is used:

1pmean = pind,mean−pstandard+

3∑
i=1

δpi

= pind,mean−pstandard+ δpzero deviation

+ δprepeatability+ δphysteresis+ δpappl, (1)

with pind,mean =
pind,up+pind,down

2 and pind,up the mean value of
the up measuring values and pind,down the mean value of the
down measuring values.

In Table 3, all used variables are listed and explained.
When using the averages from the up and down measure-

ment series, the expanded uncertainty (k = 2) is calculated
following the law of Gaussian uncertainty propagation ac-
cording to the following equation:

U = k ·

√√√√ 6∑
i=1

u2
i . (2)

The indication of the pressure gauge is related to the res-
olution of the device. In consequence ur is the uncertainty
contribution for the indication of the pressure gauge.

3.3 Influence quantities of the measurement uncertainty
budget

3.3.1 Influence quantities of the used standard

When measuring pressure gauges, piston gauges (pressure
balances), electrical pressure gauges, or pressure calibrators
are used as a reference standard.

Piston gauges (pressure balance)
When using piston gauges, it should be considered that the

expanded calibration uncertainty which is given in the cali-
bration certificate is valid for reference conditions (standard
acceleration or local acceleration, at a temperature of 20 ◦C
and an atmospheric pressure of 1013.25 hPa). However, since
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Figure 1. Possible influence quantities for calibration of pressure gauges.

Table 3. Overview of the used variables.

1Y = pmean Output quantity; indication deviation

X1 = pind,mean Indication of the pressure gauge (input quantity)
X2 = pstandard Value of the standard (input quantity)
X3 = δpzero deviation Influence quantity zero deviation∗

X4 = δprepeatability Influence quantity repeatability∗

X5 = δphysteresis Influence quantity hysteresis∗

X6 = δpappl Influence quantity due to application∗

∗ E
[
δXi

]
= 0: component with an expected value of 0. It does not contribute to the calculation of

the output quantity, but it is taken into account in the measurement uncertainty.

the calibration with these standards is outside the reference
conditions (which means that under application conditions,
corrections must be applied in the pressure calculation), the
measurement uncertainties attributable to these corrections
based on influence quantities are taken into account as addi-
tional contributions in the measurement uncertainty budget.

Model of evaluation using a piston gauge

peff =

n∑
i=1
mi · g ·

(
1− ρa

ρm,i

)
A0 · (1+ λ ·p) · [1+ (α+β) · (t − 20◦)]

+1ρ · g ·1h (3)
1ρ = ρFl− ρa (4)

For a piston gauge under application conditions, two cor-
rections must be applied. The first correction takes into ac-
count the influence quantities such as

– t piston temperature,

– α+β thermal expansion coefficients of piston and cylin-
der,

– g acceleration of gravity, and

– λ deformation coefficient,

which in turn are associated with individual measurement un-
certainties.

The temperature of the piston is measured with a cali-
brated thermometer during the current calibration. The mea-
surement uncertainty of the thermometer is taken from the
calibration certificate.

The thermal expansion coefficients and the coefficient of
deformation of the piston–cylinder unit, including the associ-
ated measurement uncertainties, are given in the calibration
certificate of the piston gauge.

The acceleration of gravity is known with sufficient ac-
curacy for the location of the measurement. The uncertainty
contribution of the acceleration of gravity is not significant
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and can be neglected. The uncertainty contribution of the
deformation coefficient depends on pressure. At pressures
above about 100 MPa, the deformation coefficient becomes
a dominant uncertainty source.

Table 4 shows the measurement uncertainty budget for the
temperature influence on the calibration procedure.

Another correction takes into account the influence quan-
tities for determination of hydrostatic pressure:

– 1h difference in altitude between the pressure reference
levels of the pressure gauge and of the piston gauge;

– 1ρ difference between the density of the pressure-
transmitting medium ρFl and the density of ambient air
ρa; and

– g acceleration of gravity.

In turn, these influence quantities are assigned individual
measurement uncertainties.

The difference in altitude between the pressure reference
levels of the pressure gauge and of the piston gauge must be
currently determined for each measurement. The measuring
equipment used for this purpose is a calibrated height gauge
or a steel ruler. It should be noted that the pressure reference
level of the piston gauge corresponds to the lower edge of the
piston in measuring position.

The density difference is calculated from the current air
density and the density of the pressure-transmitting medium.
The current air density is determined from the ambient tem-
perature and the atmospheric pressure, which means taking
into account the pressure-dependent gas density (approxima-
tion).

The density of the pressure-transmitting medium is given
in the calibration certificate of the piston gauge. The acceler-
ation of gravity at the measuring location of the measurement
is considered. Table 5 shows the measurement uncertainty
budget for the influence of the difference in altitude on the
measurement procedure.

Electrical pressure gauges or pressure calibrators
When using directly indicating pressure gauges (digital

pressure gauges/calibrators) as standard measuring instru-
ments, the following influence quantities are taken into ac-
count in the measurement uncertainty budget.

– Measurement uncertainty (calibration certificate, nor-
mal distribution)

– Resolution (manufacturer specification, rectangular dis-
tribution)

– Long-term stability (drift between the recalibrations,
rectangular distribution)

– If necessary, the temperature dependence (manufacturer
specification, rectangular distribution)

3.3.2 Influence quantities of the characteristics of the
pressure gauge

Source: DKD-R 6-1 calibration of pressure gauges (DKD-R
6-1, 2014)

Resolution r
Analogue indication device
The resolution of the indicating device is obtained from

the ratio of the pointer width to the centre distance of two ad-
jacent graduation lines (scale interval). In practice, the ratio
1/5 is used.

The best estimate of an analogue indicating device is deter-
mined by visual interpolation. The smallest estimable frac-
tion of a scale interval is the interpolation component r by
which the measurement values can be distinguished. Thus,
the variation interval for the best estimate x is a+= x+ r
and a−= x− r , with the width of the rectangular distribu-
tion 2a = 2× r .

Digital indicating devices
The resolution of digital indicating devices corresponds to

the digital step. For the determination of the uncertainty con-
tribution, half the value of the resolution a = r/2 is assigned
to the half-width of the rectangular distribution.

Fluctuations of readings
If the reading fluctuates by more than the previously de-

termined value of the resolution with the pressure gauge not
being loaded, the resolution r is to be taken as half the span
of the fluctuation, additionally added with a digital step.

Zero deviation f0
The zero point (unloaded pressure gauge usually at atmo-

spheric pressure) is set prior to each measurement cycle and
is recorded before and after each measurement cycle. The
reading is carried out with the instrument being completely
relieved. The zero deviation is calculated according to the
following equation:

f0 =max {|(x2.0− x1.0)| , |(x4.0− x3.0)|} . (5)

The indices number the measured values x, read at the zero
points of the measurement series M1 to M4. To determine
the measurement uncertainty contribution, the half-width of
the rectangular distribution is assigned half the value of the
zero deviation.

Repeatability b′

The repeatability with the mounting not being changed is
determined from the difference of the zero signal-corrected
measurement values of the corresponding measurement se-
ries.

b′up,j =
∣∣(x3,j − x3,0

)
−
(
x1,j − x1,0

)∣∣
b′down,j =

∣∣(x4,j − x3,0
)
−
(
x2,j − x1,0

)∣∣
b′mean,j =max

{
b′up,j,b

′
down,j

}
(6)

The index j numbers the nominal values of the pressure
(j = 0: zero point). To determine the measurement uncer-
tainty contribution, the half-width of the rectangular distri-
bution is assigned half the value of the repeatability.
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Table 4. Measurement uncertainty budget due to temperature influence on the measurement procedure.

Quantity Best Uncertainty Distribution Divisor Standard Sensitivity Uncertainty
Xi estimation δxi uncertainty coefficient contribution

xi u(xi ) ci ui (y)

Temperature t 24 ◦C 2 K rectangular 1.732 5.77× 10−1 K −4.55× 10−5 bar K−1
−2.63× 10−5 bar

Therm. exp. coeff. 9.1× 10−6 K−1 1.0× 10−6 K−1 rectangular 1.732 2.9× 10−7 K−1
−39 K bar −1.13× 10−5 bar

α+β

δpV,T = 2.86× 10−5 bar

Table 5. Measurement uncertainty budget due to difference in altitude to the measurement procedure.

Quantity Best Uncertainty Distribution Divisor Standard Sensitivity Uncertainty
Xi estimation δ xi uncertainty coefficient contribution

of xi u (xi ) ci ui (y)

Density −0.02 kg m−3
−0.018 kg m−3 rectangular 1.732 −1.07× 10−2 kg m−3 0.0491 m2 s−2

−5.23× 10−4 Pa
difference 1ρ
Acceleration due 9.812064 m s−2 3.00× 10−6 m s−2 rectangular 1.732 1.73× 10−6 m s−2

−0.0001 kg m−2
−1.60× 10−10 Pa

to gravity g
Difference in 0.005 m 0.005 m normal 1 5.00× 10−3 m −0.1810 kg m−2

× s2
−9.05× 10−4 Pa

altitude 1h
δpV,h = 1.05× 10−3 Pa
δpV,h = 1.05× 10−8 bar

Hysteresis h
When stating the mean values, the hysteresis is determined

from the difference of the zero point-corrected measurement
values of the increasing and decreasing series as follows:

hmean,j =
1
n

{∣∣(x2,j − x1,0
)
−
(
x1,j − x1,0

)∣∣
+
∣∣(x4,j − x3,0

)
−
(
x3,j − x3,0

)∣∣} . (7)

For index j , see above. The variable n stands for the num-
ber of the complete measurement cycles (consisting of an in-
creasing and a decreasing series). To determine the measure-
ment uncertainty contribution, the half-width of the rectan-
gular distribution is assigned half the value of the hysteresis.

3.3.3 Possible influence quantities due to the specific
application

Possible influence quantities due to the specific application
become necessary if the boundary conditions used by the
manufacturer for the calculation of the total performance
are different from the site of application of the pressure-
measuring device (Industrielle Druck-Messtechnik Grundla-
gen und Praxis, 2017).

Each measurement result of measuring instruments is in-
fluenced by changing environmental and process conditions
and by the spatial arrangement of the measuring instruments.
For two reasons it is therefore important to carry out an esti-
mation of the expected measuring uncertainty of a measure-
ment setup:

– ensuring that a selected measurement setup can capture
the required process parameters with the accuracy re-
quired by the process; and

– selection of the pressure gauge from a number of differ-
ent types, which is best suited for a measurement task
with regard to the expected measuring uncertainty.

To determine the expected measuring uncertainty, it is first
necessary to know the relevant environmental and process
conditions. The following questions should be answered.

– In which range does the ambient temperature change?

– In which range does the process temperature change?

– In which range does the process pressure change?

– Is the transmitter exposed to vibrations at the applica-
tion site?

– Is the power supply constant or is it fluctuating?

– Do electromagnetic influences affect the pressure
gauge?

– Is there a specific alignment of the pressure gauge at the
application site?

– How are the electrical connections realized? Are there
any electrical disturbing quantities?

The influences and effects of changes in the ambient and
process conditions on the pressure gauge are specified in the
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manufacturer’s specifications. If the application of the pres-
sure gauge differs from these conditions, additional investi-
gations should be planned to quantify an additional uncer-
tainty contribution.

In this paper, the influences of the ambient or process tem-
perature, vibrations in the pipeline and non-constant power
supply are taken into account.

Influence of the ambient or process temperature
Additional investigations should be done if the ambient or

process temperature of the specific application differs from
the boundary conditions of the manufacturer. This influence
can be quantified by repeated measurements at different sim-
ulated temperatures. To determine the measurement uncer-
tainty contribution, the half-width of the rectangular distri-
bution is assigned half of the span of the measured values.

Typical values are ± (0.15 % of the measuring span
+0.15 % of the measured value).

Influence of vibrations
Additional investigations should be done if there are strong

vibrations in the measuring system, which can influence the
pressure gauge. This influence can be quantified by monitor-
ing the pressure in the measuring system generated by the
pressure control unit with a reference pressure gauge at dif-
ferent pressure points. To determine the measurement uncer-
tainty contribution, the half-width of the rectangular distri-
bution is assigned half of the span of the measured values.
Typical values are <±0.1 % of the measuring span (tested in
the field or at high pipeline vibrations).

Influence of the power supply
Separate investigations should be done if the power supply

is not constant or it is fluctuating. To determine the measure-
ment uncertainty contribution, the half-width of the rectangu-
lar distribution is assigned half of the span of the measured
values. Typical values are less than ±0.005 % of the mea-
sured value per volt change, in volt at the pressure transmitter
connection terminals.

These uncertainty contributions can be combined into the
uncertainty contribution for the specific application.

3.4 Sensitivity coefficients

Sensitivity coefficients ci describe how the output quantity
is affected by small changes in the input quantities. For the
model function, ci is the first-order partial derivative of f
with respect to Xi . For the present sum/difference model all
sensitivity coefficients have the value ±1.

3.5 Measurement uncertainty budget

The input/influence quantities are preferably summarized in
a measurement uncertainty budget (Krystek, 2012). Table 6
below shows a general representation of a measurement un-
certainty budget. In Table 7, an example measurement uncer-
tainty budget in measurement of a digital pressure gauge is
shown.

As a result of the uncertainty analysis or the measurement
uncertainty budget, the complete measurement result of the
digital pressure gauge is composed of the determined devi-
ation of 0.0014 bar and the associated expanded measure-
ment uncertainty of 0.019 bar (taking into account a coverage
probability of approximately 95 %).

Limiting values derived from the practical experience of
calibrating pressure gauges

According to guideline DKD-R 6-1 when calibrating pres-
sure gauges, regardless of the result of the calibration, the
measurement uncertainty is specified

– for calibration according to sequence B not smaller than
0.04 % of the measurement span and

– for calibration according to sequence C not smaller than
0.30 % of the measurement span.

These limiting values are taken into account when specifying
the measurement uncertainties.

4 Emerging calibration and traceability challenges

Application of smart sensor technologies and digitally net-
worked measurement systems creates new challenges in
terms of calibration and traceability. In industry, the number
of sensors is increasing rapidly.

The challenge is to deal with this multitude of sensors that
cannot be removed from the system, so that classical calibra-
tion is not possible.

In addition, correlation is a very important issue in this
area and needs to be taken into account as it can significantly
change uncertainty. Furthermore, the sensors may have a dif-
ferent or dynamic behaviour.

Therefore, new calibration and traceability strategies and
calibration of these sensors and measurement systems are re-
quired.

A novel approach to solutions at lower hierarchy levels
to ensure traceability is artificial intelligence, e.g. machine
learning. Machine learning uses algorithms to analyse data,
recognize patterns, learn from them, and then make a deter-
mination or prediction about something. Machine learning
algorithms are capable of solving many every day or even
very specific problems.

In practice, problems often arise when there are either too
few data or when there are too many dimensions of the data.

Instead of manually coding software routines with a par-
ticular set of instructions to perform a particular task, the ma-
chine is “trained” with large amounts of data and algorithms
so that it can learn how to perform the task.

5 Summary

There are various kinds of pressure gauges available for in-
dustrial pressure measurement. The calibration of these pres-
sure gauges is carried out according to guideline DKD-R 6-1.
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Table 6. Measurement uncertainty budget in calibration of digital pressure gauges.

No. Quantity Best Width of the Probability Divisor Standard Sensitivity Uncertainty
estimation distribution distribution uncertainty coefficient contribution

Xi xi 2a gXi (ξi ) u(xi ) ci ui (y)

1 pind,mean pi,ind,mean 2r rectangular
√

3 u (r)=

√
1
3 ·
(

2r
2

)2
1 ur

2 pstandard pi,standard normal 2 u(standard) −1 ustandard

3 δpzero deviation 0 f0 rectangular
√

3 u (f0)=

√
1
3 ·
(
f0
2

)2
1 uf 0

4 δprepeatability 0 b′ rectangular
√

3 u
(
b′
)
=

√
1
3 ·
(
b′

2

)2
1 ub′

5 δphystersis 0 h rectangular
√

3 u (h)=

√
1
3 ·
(
h
2

)2
1 uh

6 δpappl 0 appl normal 1 u (appl) 1 uappl

Y 1p... u(y)

Table 7. Example measurement uncertainty budget in measurement of digital pressure gauges, sequence A, measuring range 0 to 5 bar,
pressure medium nitrogen.

Quantity Best Uncertainty Distribution Divisor Standard Sensitivity Uncertainty
Xi estimation δxi uncertainty coefficient contribution

of xi u (xi ) ci ui (y)

pind 5.0014 bar 0.00031 bar rectangular 1.732 1.73× 10−4 bar 1 1.73× 10−4 bar
pstandard 5.0000 bar 0.0003 bar normal 2 1.53× 10−4 bar −1 −1.53× 10−4 bar
δpV,T 0 2.86× 10−5 bar normal 1 2.86× 10−5 bar 1 2.86× 10−5 bar
δpV,h 0 1.05× 10−8 bar normal 1 1.05× 10−8 bar 1 1.05× 10−8 bar
f0 0 0.0005 bar rectangular 1.732 1.44× 10−4 bar 1 1.44× 10−4 bar
b′ 0 0.0004 bar rectangular 1.732 1.15× 10−4 bar 1 1.15× 10−4 bar
h 0 0.00015 bar rectangular 1.732 4.33× 10−5 bar 1 4.33× 10−5 bar
δpappl 0 0.0091 bar normal 1 9.13× 10−3 bar 1 9.13× 10−3 bar
1p 0.0014 bar u= 0.0091 bar

U = 0.019 bar

This guideline specifies requirements for the calibration pro-
cedure as well as the calculation of the measurement uncer-
tainty. For the measurement uncertainty determination, mea-
surement uncertainty contributions of the used standard, the
calibration procedure, the ambient conditions, the calibration
object, and the examiner are included. These factors should
be considered in the industrial application of pressure gauges
as well, meaning it is important to know the repeatability or
the hysteresis of a pressure gauge and to apply it in the prac-
tical measuring process. Additional uncertainty contributions
due to the specific application of the industrial pressure mea-
surement should be investigated and quantified. For these in-
fluences a sub-budget uappl was introduced with the main in-
fluence quantities. For the specific application the end user
must investigate these sources or other additional influences.

Furthermore, when using piston gauges, the necessary in-
fluence quantities, such as temperature dependence of the

piston–cylinder unit or the difference in altitude, have to be
taken into account or be corrected.

Finally, an example measurement uncertainty budget is
presented, which includes all investigated uncertainty con-
tributions and reflects their influence on the expanded mea-
surement uncertainty during a measurement.

In addition, the new challenges in terms of calibration and
traceability when applying smart sensor technologies and
digitally networked measurement systems were addressed.
Machine learning is an industrial trend of these years and
needs to be further developed.

Data availability. The underlying measurement data are not pub-
licly available and can be requested from the authors if required.
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